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Ian Marsh

Renewing Australia’s Industry Development Strategy:
Innovation and the ‘Knowledge Economy’

This collection of papers explores aspects of Australia’s emerging industry
development strategy. Two structural developments affecting longer term industry
performance warrant a fresh approach. First, science-based industries present a
potential area of opportunity for Australia. These industries are of particular
significance. The technologies that are involved create platforms that can
transfigure established industrial activities. The development of ICT, in which
Australia has no deep positions, illustrates this. In Chapter 2, Jonathan West argues
that a deeper, more refined understanding of the importance of participation in

these sectors, and of the distinctive risk-reward structure that drives
successful innovation, is essential if Australia is to fully capitalise on
emerging opportunities.

The second structural development concerns the challenge in
disseminating productivity-enhancing technologies to established
industries. While science-based industries create technologies that have
the potential to transform other industrial sectors, dissemination and
adaptation requires attention to linkages and junctures that extend beyond
those mediated by markets. Markets are necessary but not sufficient agents
in these processes. Upgrading poses special challenges, and countries are
increasingly recognising that policy frameworks can stimulate and
facilitate adaptive outcomes. Keith Smith argues that the distinctive
policy tasks associated with the application and diffusion of knowledge
have yet to be fully recognised in Australia. One legacy of tariff-based
industry development is an industry structure based around a few large
firms and a wide base of small and medium-sized enterprises (SMEs). The
dissemination of technologies offers a bright future for these firms, but
policy frameworks have yet to match the challenge.

A reassessment of industry strategies is timely for two additional reasons – one of
which involves the current policy environment, and the other the scope of the
recent national debate about industry strategy.

The Current Policy Framework
The current policy framework was fashioned in the early 1980s and involved a
bipartisan reorientation of Australia’s national economic strategy. Its purpose was to
enhance the competitiveness of Australian firms by removing the tariff walls and
other barriers that had hitherto sheltered Australia’s manufacturing and service
firms from international competition and engagement. Historically, industry
development strategies had aimed to develop manufacturing firms to serve only or
primarily domestic markets. Now the aim of policy was to leverage firm capabilities
to facilitate their engagement with the expanding regional and global marketplace.

Specific policy changes included floating the Australian dollar, liberalising capital
markets, labour market changes, reducing tariffs, privatising a wide range of public
utilities and introducing market competition to a variety of regulated and
administered sectors (for example, aspects of banking, airlines and public utilities).
This program continues to unfold through national competition policy. Its central
thesis is that economic welfare is maximised in an environment in which resources

1. Overview
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are priced and allocated according to the freest possible play of market forces.
Markets evolve as entrepreneurs pursue profitable opportunities. In theory, and 
to a large degree in practice, through this process, the ‘invisible hand’ of markets
attracts new entrants and bids down returns, prices and costs in ways that maximise
social gain. However, a variety of considerations now suggest supplemental
approaches which work with the grain of markets and augment their effectiveness
might now be appropriate:

• First, save for aspects of labour market reform, the microeconomic reform
agenda has now effectively been fully implemented. While various facets
continue to unfold, the basic frameworks are all in place. This is evident in
comparative assessments of international competitiveness, which rank Australia
in the top five places in each indicator of market quality.

• Second, the development of the knowledge economy as a general concept,
and of science-based industries and the national innovation system,
introduces new perspectives and frameworks for thinking about the
linkages between national institutions and the enhancement of firm-level
capabilities. Key issues in innovation include the creation of capabilities,
the abilities needed to respond to technological opportunities, incentive
structures, and the management of risk and uncertainty. Success requires
exceptional and differentiated returns: this is in contrast with the ‘levelling’
associated with microeconomic strategies.

• Third, a new array of institutional theories has emerged to ‘model’ the
development of a knowledge economy in general and of science-based
industries in particular. For example, systemic perspectives are required in
evaluating the potential of particular technologies and designing programs
to realise opportunities. In implementation, the developments of clusters and of
public–private linkages are critical activities. Other theoretical perspectives (for
example, Porter 2003; Hall and Soskice 2001) point to the key role of state-
generated ‘soft’ and hard infrastructure in the development of economic
capabilities.

• Fourth, globalisation poses new challenges to the Australian economy. Despite
the financial crisis, Korea has experienced the highest growth rate of any state 
in the OCED. It has implemented a proactive industry strategy based on a
facilitative and catalytic government role. On his recent visit to Korea, 
Prime Minister Howard praised this country for its record of policy adaptation:

I make many speeches in Australia about globalisation. I extol its virtues
and whenever I do, I almost invariably quote Korea as an example of a
country, which has grabbed hold of the advantages of globalisation and
through that, lifted in a quite short period of time and quite dramatically,
the living standards of all its people. … in recent years, Korea’s growth rate
has been greater than any other member [of the OECD] (18 July 2003).

• The current budget papers identify some of Australia’s distinctive challenges 
in responding to a similar imperative:

The costs of trading with key international markets remains a key barrier
for Australia relative to other countries. For example, from the 1950s to
the 1990s, the proportion of world GDP within a 10 000-kilometre
circle from Sydney increased from some 16 per cent to 28 per cent. But

Key issues in innovation
include the creation of
capabilities, the abilities
needed to respond to
technological opportunities,
incentive structures, and 
the management of risk 
and uncertainty.
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for London the same sized circle enclosed 94 per cent of world GDP…
Distances among domestic markets continue to constitute an economic
hurdle. Australia is the world’s sixth largest country in area, yet has a
relatively small population. No two cities in Australia with a population
over 1 million are closer than 600 kilometres … California (which was
once very similar to the Australian economy in size and affluence) now
has a population of around 34 million in an area around one-twentieth
of Australia’s, with its population concentrated between San Diego and
Sacramento – a distance of some 800 kilometres’ (Budget Paper no. 4,
pp. 20–1).

• Despite the various changes already introduced, the international orientation 
of Australian firms remains worryingly low in comparative perspective. For

example, only 4 per cent of Australian firms are regular exporters, compared to
the Canadian outcome of 16 per cent, which is the next lowest among OECD
states. Recent economic achievements are widely recognised. Don Scott-
Kemmis in Chapter 4 documents the longer term weaknesses that may
ultimately inhibit performance.

Debating Long-term Industry Strategy
The past 20 years have been a period of momentous change in Australian
politics and society. The policy frameworks that guided national industrial
development broadly from the emergence of the party system in 1909 until
the election of the Hawke government in 1983 have been repudiated. Tariff
based industry development has ended. Centralised wage regulation is much
less influential. Deregulation and competition policy have orientated Australia’s
economy to international engagement. In industry strategy, the Howard
government has preserved and developed the approach of its predecessors.

Yet one issue that figured prominently in past debates about industry
development has been missing from more recent bipartisan deliberations. 
This is the benefits and costs of national participation in ‘platform’ or
transfiguring industrial sectors. Earlier political deliberation, from Alfred
Deakin to Chiefley, Curtin and Menzies, focused on the national interest as a

key consideration. Themes included the creation of jobs that would encourage
Australia’s best and brightest to remain at home or, when they had left, to return;
national independence; defence capabilities; and our attractiveness to talented
migrants and to international companies. In the former electro-mechanical age, this
involved sectors that offered access to the most modern production techniques or
technologies (for examples cars, steel, oil and shipping).

Protection as a means of securing a presence in such activities has long since been
discredited. But the significance of our participation (or non-participation) in
‘platform’ sectors remains to be debated. The costs and benefits of our national
failure to have a deeper commitment to the ICT sector is progressively unfolding.
Some of these costs are detailed in Chapter 4. Biotechnology presents another
opportunity. But, as Jonathan West argues, the bipartisan approach that has made
possible rapid economic adaptation is ill-suited to drive a national effort in this
emerging ‘platform’ sector. A new understanding of the special challenges of being
a producer in this sector requires a new economic grammar and vocabulary. This is
outlined in Chapter 2.
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The need to reopen a debate about industry strategy is perhaps the central challenge
arising from this collection. In the longer term, Australia can either stay in the
mainstream of advanced industrial economies – or watch passively as her
neighbours, for example Taiwan, Korea and Singapore, struggle with the challenge
of preserving a presence in these ‘platform’ sectors. There is no fundamental reason
disbarring Australia from participation in science-based sectors. In terms of
technology, wealth, service sector sophistication, markets and entrepreneurs,
Australia has the necessary capabilities. But motive and will remain to be
mobilised, particularly at the national level. A first step is a debate that fully
encompasses the challenges.

Some of the terms in which such a debate might be conducted are set out in this
collection. Jonathan West discusses the imperative of accommodating the
distinctive risk-reward characteristics of science-based industries. Keith Smith
discusses the way linkages and knowledge in disseminating institutions
augment the effectiveness of markets and enhance competitiveness. 

A third structural development, not covered in this collection, deserves to be
included in any review of industry strategy. This involves Australia’s links to
the global economy. Large multinational companies (MNCs) dominate world
trade, investment and technology flows, but Australian policy is currently
characterised by multinational myopia. MNCs dominate global supply chains,
undertake two-thirds of world trade and the world’s top 1000 companies direct
some 90 per cent of foreign direct investment. The global markets served by
MNCs are the primary driver of innovation; twenty large MNCs spend more
on research and development individually than does Australian business in
total. In the context of these developments, strategies for linking MNCs with
Australia’s SMEs and education, training and research institutions deserve to
be at the forefront of national industrial policy. Indeed, for many firms, links
to global supply chains could be critical for their longer term survival and
growth. This is already occurring in Australia in, for example, the automotive
sector. With intra-firm trade already equalling some 50 per cent of Australia’s
trade with the United States, attention to MNCs is an imperative for
Australian government and business. Further, as Treasury has itself recognised
(in the quote from last year’s budget cited above), Australia’s geographic
distances from major trading centres creates particular challenges. In
addressing these issues, MNCs need to be a central focus and policy
frameworks need to play a wider facilitating or catalytic role. In sum, this collection
surveys the case for a renewed debate about industry strategy. Political, bureaucratic
and media elites will determine if this is to occur.

Study Structure
Jonathan West introduces the collection with a review of the especial challenges
associated with participation in science-based industries. As noted above, he
emphasises the need to accommodate the risk-reward structure that characterises
these industries and that distinguishes them from mainstream industrial activities.
In the absence of a policy design that accommodates these factors, Australia’s
national innovation system will fall far short of its promise. Australia possesses all
the requisite capabilities. But until the risk-reward structure is designed to create
an appropriate alignment between the component parts of the overall system, the
available synergies will not be realised.

Large multinational
companies dominate 
world trade, investment
and technology flows, 
but Australian policy 
is currently characterised 
by multinational myopia …
Strategies for linking
MNCs with Australia’s
SMEs and education,
training and research
institutions
should be at the 
forefront of  policy.
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Keith Smith explores the related issue of building the capabilities of established
sectors through the application of transforming technologies. He cites European
evidence concerning the impact of ICT on established industrial sectors. He also
explores recent literature on the challenge of ensuring that appropriate linkages 
and knowledge systems are in place. Economies and sectors that have mastered
these challenges suggest the varied ways such upgrading can be facilitated. They
also indicate the rewards that can be derived from successful adaptation.

Don Scott-Kemmis reports on preliminary findings from a major review of the
existing Australian innovation system. He surveys assessments of Australia’s
economic performance from both macroeconomic and structural perspectives. The
former are generally positive in their findings, but the latter less sanguine about the
presence of longer term growth platforms. No one assessment can be definitive or
conclusive. He continues with a state-by-state survey of capabilities, patterns of

specialisation and evolution. In general, Scott-Kemmis finds strong evidence 
of path dependence in Australian innovation; that is, Australia is specialised
technologically towards agriculture, mining, and primary metals, but has
recently increased its activities in biotechnology and pharmaceuticals. Apart
from the latter areas, Australian inventions are focused in areas where
technological change is relatively slow. In science, Australia’s strengths are 
in geo-science, agricultural science, and animal and plant biology. More
recently, biotechnology, engineering and commercial services have also
emerged as significant R&D performers. Finally, the public sector dominates
Australia’s research and innovation system.

Michael Vitale and David Sparling explore the role of initial public offerings
(IPOs) in the Australian biotechnology sector in the period 1998–2002. Their

research found that Australia’s young firms are almost entirely concentrated in
human health. These firms have mostly been able to raise additional funds and stay
on their original development path. The Australian sector has mostly outperformed
its US counterpart. This has involved adding short-term sales of goods and services
to supplement the longer term development plans.

Finally, Gavin Moodie explores strategies for the university sector that might 
best align its broader roles and purposes with the more focused requirements 
of innovation. There are two broad models on offer for the development of this
relationship. One is the concentration of funding in a few specialised research
universities. This is supported by most of the established major institutions. An
alternative, proposed by Glynn Davis, Vice-Chancellor designate of Melbourne
University, is to encourage the development of new institutional types through
multiple contestable funding. This scheme envisages three contestable institutional
performance funds, one focused on teaching, one on community service and equity,
and a third on research performance. Particular institutions could compete for two
but not three of these grants. This debate has yet to be finalised. Its resolution will
have major implications for the future approach and capacities of all of Australia’s
universities.

The issues covered here have been the subject of recent reports for a number of
governments, including New Zealand, Singapore and the United Kingdom
(Singapore: The Road Thus Far, Ministry of Trade and Industry, February, 2003,
available on the Ministry web site; New Zealand: Building the Future, Boston
Consulting Group, 2001, report to Prime Minister Helen Clarke, available on her
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web site). In addition, Harvard’s Michael Porter has prepared a discussion paper 
for the British government (UK Competitiveness: Moving to the Next Stage, May
2003, DTI Economics Paper No. 3, available on the DTI web site). As these varied
reports illustrate, innovation, ‘the knowledge economy’ and globalisation pose a
range of new challenges both for business and for states. This volume addresses
these questions in the context of the specific circumstances of business and 
governments in Australia. Building on what has already been accomplished, 
they argue that, in Michael Porter’s words, it is time to move discussion of
competitiveness to the next stage.
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Jonathan West

1. Introduction
As the electro-mechanical industrial revolution unfolded in the early twentieth
century, bringing with it the wonders of mass electrification, automobiles,
telecommunications and air travel, Australia’s business and political elite made 
sure that Australians could participate not only as consumers, but also as producers.
Education and investment combined to guarantee that Australians could
understand, develop and employ these technologies. In turn, mastery of these fields
underpinned Australia’s prosperity, and ensured that the nation continued to
develop as a technologically sophisticated society, able to defend itself and provide
challenging and satisfying work for its citizens.

In recent decades, however, as two successive technological and industrial
revolutions have transformed the global economy, Australia has failed to build
significant positions in either. In software and electronics, Australia has been
left behind; in biotechnology it threatens to be. In all three, Australia now
participates almost exclusively as a consumer and not as a producer. This
weakness shows no signs of turning around, in spite of more than a decade 
of unprecedented prosperity. Nor has the contemporary Australian economy
proven particularly successful at generating new approaches within its
traditional industries. Why? This failure to innovate is all the more puzzling
since it stands in sharp contrast to the nation’s success in established industries
over the same period. Why the difference? Why should Australia be
apparently so good at ‘routine’ economic activity and yet so poor at
innovation?

This chapter will argue that much of the explanation stems from Australia’s
failure to develop financial and organisational vehicles capable of managing 
the special forms of risk inherent in contemporary technological innovation.
Australia’s effort to build a ‘market-oriented’ innovation system, the very
source of its success in routine economics, may be precisely the factor retarding

the nation’s innovation performance.

No successful innovating country today relies on free markets alone to finance
innovation. There are good reasons for this. While markets are undoubtedly
powerful and effective resource allocators, better than any known alternative for
most transactions, they fail in the face of certain types of economic challenge
because they can’t manage the form of information involved – in the case of
innovation, they can’t manage information asymmetry, moral hazard and adverse
selection (these terms will be explained below). As a result of these weaknesses,
markets alone neither enable innovators to capture sufficient returns, nor to insure
adequately against the consequences of failure.

An effective national innovation system must therefore comprise both market and
non-market resource-allocation systems, for different economic and technical tasks.
And all effective systems do. But Australia has recently tended not to. An unsought
consequence of over-reliance on the very factors that make Australia so good at
routine economic activity may actually retard its ability to cope with the particular
challenges inherent in contemporary innovation.
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This need not be so. Nothing intrinsic to Australian society, geography or
demographics says it cannot develop world-class technology companies. It is not
‘too small’, ‘too isolated’ or ‘too conservative’. It is not less entrepreneurial than
other developed countries, or less scientifically creative. In aggregate, it has the
human and financial resources. To understand what might be done to build upon
Australia’s free-market system – which this writer wholeheartedly supports and
wishes to extend – and to facilitate innovation, it will be useful, first, to provide an
overview of the special characteristics of risk in innovation, then to survey the range
of economic vehicles available to manage economic risk of different kinds, before
finally examining the set of institutions currently employed in Australia. This will
provide a platform for discussing initiatives that might improve Australia’s
innovation performance without sacrificing the fundamental national institutions
that have made the core of its economy so strong.

2. The Nature of Innovation Risk
Risk is the defining challenge of innovation. By comparison with day-to-day
economic activity, innovation risk is present on more fronts and in greater
intensity. While risk-taking has always been central to value creation in
capitalism – indeed, markets themselves have been described as processes 
that resolve uncertainty about human needs and the means to satisfy them1

– innovation poses the issue of risk in more forms, and especially bluntly.

Any economic activity, no matter how routine, necessarily calls forth at least
some risk. Neither the actual desires of customers, nor the behaviour of
competitors can be predicted precisely in advance of production. Markets help
resolve this uncertainty. But attempts to innovate induce a far greater level 
of risk than is present in routine production. Innovation necessarily implies
grappling with the unknown, not only because prices and quantities of given
commodities cannot be predicted in advance, but also because the technical
qualities and very feasibility of yet-to-be-created products or processes cannot
be known or even described with confidence. Markets that don’t yet exist
cannot be analysed. The parameters of risk-taking in innovation are therefore
both more numerous and more severe than those of regular economic activity.

These considerations are vital for understanding the problem economic
institutions must confront as they attempt to innovate. If the nature of
technical problems shifts, so too must the social and organisational vehicles
needed to undertake them. And indeed, the economic and organisational
dimensions of innovation have been changed notably over the last century.
Contemporary technological innovation is enormously more complex and uncertain
than it was a century ago. This has fundamentally altered the character of the
organisational task facing innovators.

Complexity can be defined as the number of elements, and element interactions, 
a technical system requires to deliver its intended functionality; and uncertainty 
of the degree of perceived inability to predict the future state of these elements
accurately, either because of a lack of information or an inability to discriminate
between relevant and irrelevant data. Both these parameters have risen substantially
over the last century, especially in the technical systems at the centre of innovation.
As the functionality of technology has grown, so too has the number of components
in the technical systems required to deliver that functionality. In turn, as the
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number of system elements has increased, so too has the range and depth of
technological knowledge needed to master these systems, and individuals have 
been forced to become increasingly specialised. Any individual can now master 
only a smaller and smaller proportion of the total. Finally, because all the elements
must be integrated to form a coherent whole, the number of elements in the
organisational systems required to undertake innovation has expanded, sometimes
exponentially. A few examples will suffice to illustrate:

• components in a typical automobile: 1920 – 1500; 2003 – 30 000

• components in an aircraft: 1945 – 20 000; 2003 – 3 500 000

• components in a handgun: 51 (musket); 140 (riffle)

• transistors on a typical chip:1970 – 1000; 1980 – 100 000; 2003 –100 000 000.

• ines of code in a software operating system: 1980 – 10 000; 
2003 – 80 000 000.

• Interconnects in a Private Branch Exchange (PBX), telephone switching
system: 1950 – 1000; 1990 – 100 000 000.

The phenomenon is general; the world really is getting more complex. This rise
in technological complexity and uncertainty, and accordingly in the complexity
of the social systems required to develop technology, has heightened the
inherent risk of innovation. The parameters of risk are multiplied by complexity
and intensified by uncertainty. Complexity magnifies both the real difficulty of
uncertainty management, and its perceived difficulty. By multiplying the
number of variables in which unpredictable variation is possible, additional
complexity increases the possibility of technical failure. But, in addition, by
multiplying the number of variables of which human managers must take
account, complexity increases the social and cognitive challenge of innovation,
and hence its human-derived risk.

Thus the size and intensity of risk inherent in any innovation project depends in 
the first instance on the structure of the technology itself. Innovation risk can be
measured along three dimensions: scale, duration and intensity. Scale refers to the
minimum necessary investment needed to bring an individual innovation to market.
Duration refers to the minimum period required before an outcome is known.
Intensity refers to the likelihood that the product will make it to market. The greater
the first two factors, and less the third, the greater the project’s overall risk.

The innovation scale of a technology depends upon the minimum resource
commitment that must be made to an individual project within it. This is
sometimes referred to as it ‘lumpiness’. Lumpiness will be determined by the
minimum efficient scale of the proposed technology, and, again, by its complexity.
Complexity is also a factor in determining the minimum duration required to
complete an innovation project. The more variables that must be tested, and the
more variable interactions that might be important to the technology’s functioning,
the longer the time needed to determine its feasibility. Also important in
determining time-commitment is the number of environmental variables with
which the technology must interact, and their criticality.2 A new drug, for example,
might not only itself be molecularly complex, but will also be the product of a
complex production system. It will then interact with an even more complex
system – the human body – and be subject to severe demands of criticality, such as
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an exceedingly low rate of side-effects. A company attempting to bring it to market
will also be required to test the molecule, and to document that it has been tested,
under a wide range of potential failure modes. Under such circumstances, the
period required to perform all these tests may extend to many years; in the case 
of drug development, to more than 10 years. Because science is pushing ever faster
against its frontiers, and business has moved closer to those frontiers, the
uncertainty inherent in contemporary innovation has escalated.

Risk intensity, or (inversely) success probability, is influenced by the maturity of
the science base upon which a new technology relies. Where the science and the
engineering knowledge associated with the technology is mature, the character of
physical elements will be well established, as will the systemic interactions of those
elements. Most electronic projects, for example, rely upon a well-characterised base
of solid-state physics and materials science, and the probability of their technical
feasibility can be predicted with some accuracy. Projects that rely on the
much-less mature biological science base are inherently less certain, and any
individual project is less likely ultimately to succeed.

But success probability for most innovation projects depends on more than just
technical feasibility. Just as important, and often more important, are two other
dimensions of risk: market size and managerial capability. Will the product
appeal to consumers, and to how many? Does the management team and
organisation attempting to devise and perform all the tests required to bring
the product to market possess the required capability? These considerations are
often just as important as whether the device actuality works.

The intensity and location of risk thus varies by industry and technology. 
In some sectors, the technology itself is likely to be feasible – to function as
anticipated – but identifying a market sufficiently large to justify the
investment required to introduce the technology may be problematic. Many
innovation projects in information technology will be of this type. In other
technology types, a market will probably be available, but whether the technology
will operate as anticipated, or can feasibly be scaled from laboratory bench top to
production facility, will be more uncertain. Drug development, and especially
biotechnological projects, are often of this type.

In general, innovations closest to the scientific and technological frontier will pose
the most extreme risk: the lowest probability of success, the largest minimum
resource commitment, and the longest time frames to bring them to fruition. These
considerations help us understand the appropriate risk management vehicle for each
risk type. Not all vehicles are appropriate for all types of risk.

3. How Innovation Risk is Managed
To induce individuals and firms to attempt to create new technologies in the face 
of such risks, two factors must be present. First, profits substantially greater than
those to be won from ‘normal’ economic activity must be on offer. Second, potential
innovators must also be assured at least some degree of protection from the
consequences of failure. The bigger the innovation – that is, the greater the
complexity and the more the uncertainty that must be overcome relative to the
innovator’s resources – the greater is the need for such super profits and protection
from catastrophe.
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Successful innovation offers some above-normal profits more or less ‘naturally’.
Being first to market with a new product that buyers want provides an opportunity
for (at least temporary) monopoly pricing power. Such super profits will not always,
however, provide sufficient incentive to confront the risk to innovate. An efficiently
functioning market, with technically capable firms, will soon allocate resources to
compete away such profits. Indeed, the more efficient the market, the less incentive
firms face to innovate. One of the simple ways governments encourage innovation is
by blocking the natural action of the market to compete away such super profits, by
extending this period of monopoly through the creation of intellectual property
rights, such as through copyright and patents. Without such market-blocking, the
drug industry, for example, would swiftly implode.

Protection from the downside, however, does not come naturally. Downside risk
must be managed deliberately, by organisational vehicles designed specifically for

this purpose. Such vehicles can employ one or more of only three potential
tools. They can attempt to reduce risk (by, for example, changing behaviour);
they can hedge it (shift it from the principal innovators to a different group
more able or willing to bear it); or they can diversify it (spread it across a 
wider base). The latter two can be seen as forms of risk reallocation.

Risk reduction is always difficult in innovation, and usually impossible. 
For other types of risk, such as personal injury, the government can prevent
exposure. It can, for example, outlaw dangerous activity. The risk of driving 
a car can be reduced by mandating speed limits, imposing quality controls on
automobiles, and even forbidding distractions such as the use of mobile phones
while driving. But such measures are rarely feasible when risk derives from
innovation. The risk in innovation, particularly technical risk, is frequently
irreducible, at least at the outset. Government can, however, reduce market
risk by, for example, guaranteeing to prefer local suppliers over foreign rivals,
or granting tax concessions. It can also attempt to reduce managerial risk by
supporting management training, or encouraging technically skilled personnel
to move from academia.

More commonly, however, institutions must manage innovation risk by
hedging or diversification. Hedging attempts to move risk from the
originating party, in this case the innovator, to another who is more able 
or willing to bear it. It is thus a form of risk redistribution. Such movement 

of the burden of risk is usually accompanied by payment for risk bearing; that is,
others are paid to expose themselves to the risk the originator is not willing to 
bear. A market for risk, or more precisely for the time-, intensity- and lumpiness-
adjusted rewards of risk, can thus develop.

Most of those willing to bear such risk, in turn, employ diversification to make the
risk from any specific enterprise tolerable. Diversification works on the principle that
the per-party burden of any given risk declines as more instances are pooled in a
portfolio, and then shared among more risk-bearers. Note that the aggregate amount
of risk in the pool does not change – risk itself has not been reduced, and the same
number of innovation projects will fail as before they were pooled – only the impact
of any losses suffered on particular individuals is reduced by sharing. By the same
token, the per-party opportunity for windfall has been reduced, also by sharing.
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The magic of diversification for innovation is that by pooling resources and risks 
it makes feasible projects of much greater scale, complexity and uncertainty than
would be possible for any individual. How many individuals could bear the risk 
of a space program, for example, even if they could raise the necessary finance? 
The drawback, however, is that as the complexity and uncertainty inherent in
technological projects mounts, so too the scale and breadth of risk-bearing entities
must escalate. Such risk-managing bodies then become difficult to manage, and 
at the extreme, exceedingly so. In contemporary society, and for some aspects of
science-based industry, the scale required to assume the risk inherent in some
projects has grown from individuals, to partnerships, to organisations, to
governments, and even to multi-government or global bodies.

Fortunately, per-party risk declines sharply with each pooled project and
incremental risk-bearer, even for the out-sized risks stemming from innovation. 
A simple example will illustrate the power of large numbers in risk bearing.
Consider a hypothetical gold prospector. Searching for gold is risky, with a low
success probability, let’s say, for the sake of an example, 1 per cent in any given
year; but it’s profitable if successful, let’s say $100 000 for the average strike.
The expected value of such an undertaking is therefore $1000 (1 per cent
probability of $100 000, plus 99 per cent probability of nothing). While the
expected value of this undertaking is positive, few citizens in fact turn to gold
prospecting because the risk is too high. A 1 per cent chance of finding gold
means it is overwhelmingly likely that in any given year the prospector will
not realize even $1000, and will waste his or her time. Indeed, it is likely he 
or she will derive no income 99 per cent of the time. 

As if by magic, however, a little diversification can substantially improve the
odds of gaining at least the $1000 sum for the individual and more
diversification can virtually guarantee it. With two prospectors agreeing to
pool their searches and divide their finds equally, three outcomes are possible:
(1) neither finds any gold (98 per cent); (2) one finds gold worth $100 000,
the other nothing, giving each $50 000 (1.98 per cent); (3) both find gold, giving
each $100 000 (0.01 per cent). Note that the expected value remains $1000 per
prospector. With only two risk-poolers, prospecting is still not particularly
attractive. With 100 prospectors pooling, however, the odds that one will find gold,
bringing the gain of each to at least $1000, grow to a comfortable 63 per cent;
with 1000 prospectors, the odds of at least one finding gold grow to an
overwhelming 99.99 per cent (implying the per-prospector gain is $100). The
problem, of course, is that it is exceptionally difficult to organise and sustain
pooling among 1000 grizzled gold prospectors.

The same logic holds for innovation, and also from the opposite direction: the
probability of successfully bringing a particular innovation to market.
Diversification increases the aggregate probability of solving a particular problem.
Consider a hypothetical city facing an innovation problem: a plague of mice and no
effective mousetrap. Let’s assume, for the sake of the example, that the probability
any single new trap design will succeed is one in 10, the cost of developing a trap
design is $1000, and the reward of success is $100 000 to the inventor and to the
city a mouse-free environment. The individual inventor thus faces a 90 per cent
probability of losing the $1000 investment in developing the trap, and a 10 per
cent probability of gaining $100 000. The inventor’s project thus has an expected
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value of $9100 (10 per cent probability of $100 000 plus 90 per cent of minus
$1000), and would make sense for the individual to try. But the city would face a
90 per cent probability of not solving its mouse problem, even if it could persuade
the inventor to proceed.

Now consider a circumstance in which the city commissions more inventors to try
their hand at designing a mouse trap. Under the same assumptions as before (10 per
cent success probability per project), the city now has more attractive alternatives.
With two inventors working on the problem, it has a 19 per cent chance of
someone building an effective trap; with 10 a 65 per cent chance, and with a 100 
a 99.99 per cent chance. The problem is, of course, that the market for mousetraps 
is still only estimated at $100 000. With 100 projects underway, the city makes
no profit, but its mouse problem is solved. Interestingly, halving the number of
inventors at work, to 50, reduces the probability of success only to 99.5 per cent;

dropping the number to 30 reduces the probability to 95.8 per cent. Thus, by
diversifying even modestly, the city enjoys an overwhelming likelihood of both
solving its mouse problem, and of making a profit of doing so.

What is the price of this strategy? One trade-off is already apparent in our
gold prospector example. Along with the reduction in risk of failure,
diversification shrinks the probability of gaining a more desirable outcome
than the expected value. Already with only two prospectors, the probability 
of gaining $100 000 per prospector had been reduced by 100 times (from 
1 per cent to 0.01 per cent). This explains why gamblers, who play for the love
of risk-taking, rarely pool their activities. It also goes a long way towards
explaining why gold prospectors don’t either. For prospectors, the lure of the
big pay-off, however remote a likelihood, provides much of the inducement.

The strategy also requires certain preconditions to have been met. The most
important is that the risks being pooled are truly independent of each other. 

If all our prospectors are looking in the same place, or all have been supplied with
similarly rusty prospecting pans, then all are affected by the same factor, and the
actual risk has not been diversified. The ‘pooled’ risk under these circumstances is
essentially the same as that of the individual. Similarly, if all mouse trap designers
were trained in the same school, and therefore all take a similar approach to a
mouse plague, the real probability of finding a solution will not be increased by
pooling. The need to meet such preconditions points to the difficulties economic
institutions face in coping with innovation risk.

4. Markets as Risk Managers for Innovation
The fact that risk can be managed in these ways, that some economic actors are
better than others at bearing risk, and that profit can be made from managing risk,
implies that a market for risk services will develop. This is as true for innovation 
as for other forms of risk. Some economic actors can potentially be better risk
managers than others for two reasons. The first is that they might be better able 
to diversify. They may be larger, or have access to a wider range of independent
projects than others. Banks and insurance companies, for example, rely on this
advantage to enable them to assume risk from individuals. Larger companies can
spread the risk across a greater number of bets. Venture capitalists also rely on size
to share risk with entrepreneurs. Second, some economic actors may be better than
others at choosing projects for inclusion in a risk-management portfolio. Specialist
risk managers cultivate expertise and experience at judging and balancing the
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multi-sided risk inherent in innovation projects. Venture capitalists are (or should
be) much better at assessing the market and managerial risk in new ventures than
are individual entrepreneurs themselves.

In addition, however, some may actually be able to reduce the risk in a particular
innovation project. How might this be achieved? For a firm with deeper scientific,
technical, or managerial capabilities, the risk inherent in a particular project might 
be substantially lower than for another lacking those capabilities. When a
pharmaceutical company buys the rights to a candidate drug from a biotech start-up,
for example, it can actually reduce the risk that the product will fail to reach the
market by combining its own capabilities with those of the project team or initial
sponsoring company. The chance that a start-up biotech company can not only invent
a potential new drug, but also successfully manage the complex process of clinical
trials, interact effectively with regulatory agencies, scale up manufacturing processes,
and distribute the product through a nationwide or global distribution channel,
are much less than those of an established pharmaceutical company. By taking
over the project, and plugging it into its own development portfolio, the
company has effectively reduced the project’s risk.

Other reasons why markets develop for innovation risk include differential 
risk aversion levels, including those due to differential risk impact levels,
and portfolio balancing. Risk aversion levels vary either simply because some
parties are less fearful of risk – a few actually enjoy risk – or because some 
(for example, the rich) are more capable of withstanding the impact of losses,
especially at the margins. Those with greater fear of risk can then attempt to
‘sell’ the risk to others who are more comfortable with it. In innovation, this
might take the form of partnering, outsourcing certain activities, or pre-selling
the yet-to-be-realised product to a major customer.

But parties might agree to exchange risks simply in order to re-weight their
portfolios, and align time periods. Firms processing raw materials for which year-
round capacity utilisation is important, for example, seek to balance the price they
pay for inputs, so as not to face price spikes in non-harvest periods. They do this by
buying and selling futures contracts from others, including farmers, who may seek
to ‘lock in’ stable prices for their products in advance of harvests.

All these are powerful reasons why different economic actors will seek to trade and
exchange risk. And indeed, this desire has generated a wide variety of tools,
techniques and vehicles for buying and selling risk: bank loan portfolios, put and
call contracts, a dazzling array of derivative contracts, insurance contracts and so on.
In turn, the creation and spectacular growth in recent times of these instruments
has spawned a wide variety of markets for trading risk. These include the Chicago
Board of Trade Futures Exchange, and many markets for options and other
derivatives of stocks, loans and currencies.

Some economists have been led by this proliferation of instruments and exchanges
to hope that all risk, including risk in innovation, can be managed through market
exchange. It is a laudable hope, since indeed if all risk could be managed through
markets, the organisational and managerial overhead would be much lower, and the
results would be more available to entrepreneurs. Life for innovators would be much
simpler. The only role for other institutions, and policymakers, would be to support
markets, and to help them be as liquid, transparent and flexible as possible.
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But in order that markets for risk come into being, several conditions must be met.
Of central importance are conditions relating to the availability of information. In
essence, the same information must be accessible to all actors. If this condition is
breached, buyers and sellers cannot reliably estimate the degree of risk inherent in 
any position, and cannot establish a real value for the risk management instrument.
Similarly, for markets to establish a price for the instruments, these instruments must
be made sufficiently similar in key respects that they can be compared effectively.

Unfortunately, in markets for risk, and as we will see, especially markets for
innovation risk, such conditions are frequently not met, and cannot be met. Several
factors combine to inhibit the growth of markets for risk, particularly of certain
types and under certain conditions. Two widely observed defects in the information
surrounding risk available to market participants undermine the action of markets.
These are commonly termed adverse selection and moral hazard. Both are virulently

present around innovation, and lead to severe information asymmetries in the
markets for knowledge and technology risk.

Adverse selection occurs when the sellers of risk know more about the degree
of jeopardy involved in a particular transaction than do buyers. The result may
be that the most risky projects are sold too cheaply; the worst risks ‘select
themselves’ for inclusion in the sale portfolio (hence, the term ‘adverse
selection,’ from the point of view of the risk buyer) – this is to the
disadvantage of risk managers. Sellers keep the best, least risky, projects to
themselves. Frequently, adverse selection results in risk managers discovering
that rather than managing an unbiased portfolio of independent risks, which
is, as we have noted, a necessary condition for enabling diversification to
function effectively, they have accumulated a group biased towards the most
risky. When buyers fear adverse selection, they retreat, and the market for the
type of risk subject to this defect crumbles.

Whether a problem of this type might exist in markets for knowledge was
tested by Harvard Professor Gary Pisano in the arena of biotechnology.3 Pisano
found it did exist. He took a 1970 article by Berkeley economist George Akerlof,4

in which Akerlof framed what has become known as the ‘lemons’ problem, and used
data from R&D alliances in biotechnology to test for evidence of the problem
Akerlof postulated. Akerlof’s argument was that in transactions in which the parties
could access differing levels of information – that is, in which information was
‘asymmetric’ (Akerlof’s example was used cars) – buyers could not tell the difference
between a good product and a defective one. Only the seller of a used car, and not
the buyer, really knows whether the shine of the hood conceals unrevealed defects.
In this circumstance, Akerlof argued, even if the car was in fact good, buyers would
discount all cars in the used market, compensating for the risk that the particular
one they were buying concealed unsuspected defects.

The size of the discount would be derived from the expected probability that the
particular car the buyer gets will be a ‘lemon’. If the expected probability of
unwittingly purchasing a lemon is 50 per cent, the buyer will discount the
purchase price by 50 per cent of the difference in value between a ‘good’ car and a
‘lemon’. The result of such (rational) behaviour is a severe distortion of the market.
If the seller of a good car knows that his or her offering will sell for 50 per cent less
than its true value, due to the presence of lemons elsewhere in the market, he or she
will be less likely to sell it at all. Conversely, potential sellers of ‘lemons’ can be
confident that their offerings will go for 50 per cent more than true value, and they
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will have a greater incentive to sell ‘lemons’. Eventually, only ‘lemons’ will 
be available on the used car market, and the market will collapse.

Pisano argued that in licensing deals among biotechnology companies, the
prospective licensee does not know the true quality of the project on offer. He or 
she may have difficulty in finding out. While the licensee can conduct extensive due
diligence, inevitably some critical information will not be passed across to buyers,
either because the seller is unwilling to do so or because they are unable to. The
seller clearly wants to present the project in as favourable a light as possible. Indeed,
were the seller to hand over all information, the licensee would have little need to
pay anything for the license, having already obtained the needed information.

Under such circumstances, licensees must discount how much they are willing to
pay for licenses, and the ‘lemons’ dynamic potentially kicks in. To test whether it in
fact did kick in, Pisano analysed data on 260 biotechnology projects. He asked
whether licensed projects suffered a statistically significant lower success rate
than non-licensed projects, all other factors being taken into account. He found
that partnered projects were only 46 per cent as likely to succeed as non-
partnered. This is a large difference. It implies that eliminating the ‘lemons’
effect could effectively double the success rate in partnered projects. The
implication was clear: the market for knowledge is likely to be inhibited as more
firms experience the ‘lemons’ problems with projects they in-license. Innovation
risk is thus more difficult to manage through intellectual property markets.

The second major problem of asymmetric information, moral hazard, results
from the creation of an incentive to undertake more risky behaviour, or even 
to cheat, once the risk of doing so has been sold to another party. The classic
example given by economists is fire insurance. Once property owners are
assured that the consequences to them of a catastrophic fire have been sufficiently
reduced or eliminated through insurance, they may reduce their commitment to, and
expenditure on, fire reduction equipment and practices. At the extreme, they may
even deliberately create fires to reap the reward of having sold the risk to the insurer.

This problem is especially important for innovation. The gains from innovation
come from activities and projects that are inherently risky. What constrains
innovators from pushing forward with risk is the consequences of failure – loss of
their investment and the time committed to the project. If any agency effectively
‘insures’ the innovator against all risk, whether it be an investor, a bank, or a
government, while leaving the potential innovator in control of key decisions, the
potential exists for the innovator to skew their projects towards only the most risky.
With the downside taken care of by someone else, why not shoot for a big upside?
While the ‘insurer’, particularly if it is a government, may in fact be attempting to
encourage innovators to be more adventurous, completely removing risk may tempt
the innovator towards excessive risk-taking.

The two problems outlined here are well recognised by economists and historians 
of markets. They are both information problems, in which incentives exist for
parties on one or both sides of a transaction not to share information. The
consequence of information asymmetry is to undermine the willingness and ability
of market participants to buy and sell risk. Its presence means that markets for
knowledge (‘intellectual property’) rarely function smoothly. Even good ideas are so
heavily discounted that innovators frequently fail to gain sufficient returns to
justify the resource commitment required to undertake them.
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The information-processing demands of innovation, however, induce another whole
class of problem that retards the smooth functioning of markets for risk. These are
problems, not of information asymmetry but of information absence. The vital
distinction between situations in which the probabilities of various outcomes can 
be known in advance, and hence managed with confidence through pooling and
diversification techniques such as those discussed above, and those in which
probabilities cannot be known in advance, was first highlighted by University 
of Chicago economist Frank Knight. Knight proposed two conceptually distinct
categories, risk and uncertainty, for understanding what is commonly lumped
together as ‘risk’, and suggested important implications for his distinction:

The practical difference between the two categories, risk and uncertainty,
is that in the former the distribution of the outcome in a group of
instances is known (either through calculation a priori or from statistics
of past experience), while in the case of uncertainty that is not true, the
reason being in general that it is impossible to form a group of instances,
because the situation dealt with is in such a high degree unique.5

Innovation is clearly in Knight’s second category. This is a critical distinction
for economic practice:

The best example of uncertainty is in connection with the exercise of
judgment or the formation of opinions as to the future course of events,
which opinions (and not scientific knowledge) actually guide most of our
conduct. Now if the distribution of the different possible outcomes in a
group of instances is known, it is possible to get rid of any real
uncertainty by the expedient of grouping or ‘consolidating’ instances.6

Knight argued that if the probabilities could not be known in advance, the
tools of ‘consolidation’ or the ‘insurance principle’ – through portfolio
diversification such as that discussed above would prove much less reliable:

The application of the insurance principle, converting a larger contingent
loss into a smaller fixed charge, depends upon the measurement of
probability on the basis of a fairly accurate grouping into classes.7

For innovation, such ‘measurement of probability’ and ‘grouping into classes’
is rarely possible. Innovation projects are by nature learning and knowledge-
creation efforts. As such, each is unique. It is all the more important, therefore,
that risk managers be able to make precisely informed judgments about each
specific case. Doing this across organisational boundaries is always more difficult
than within the shared culture and cognitive frame of a common organisation,

at least if that organisation is healthy. The conclusion is that market-mediated
inter-organisational relations inevitably inhibit, sometimes severely, the intimate
knowledge and close relations essential to both knowledge integration and project
selection for risk management. Escalating complexity and uncertainty have only
exacerbated the difficulties to which Knight drew our attention.

To summarise, the growth of markets for risk is retarded in the case of innovation
by three factors: inability to arrive at an agreed price due to asymmetric
information; adverse selection leading to excessive discounting; and difficulty
conducting learning and integration across organisational boundaries. These
problems have meant that markets for intellectual property are flawed and poorly

In no successful economy 
is innovation risk managed

by markets alone. …
Nations that have

succeeded in establishing
sets of institutions to

achieve such risk-sharing
have succeeded in

innovating in the complex
and uncertain fields of

software, electronics and
the life sciences. Those that

haven’t developed such
‘national systems of

innovation’ have failed to
build those industries.



23

Gr
ow

th

53

Innovating Australia

developed, and in no successful economy is innovation risk managed by markets
alone. It has proven necessary for innovation risk to be shared by institutions
broader than the modern corporation. Nations that have succeeded in establishing
sets of institutions to achieve such risk-sharing, without inducing adverse selection
or moral hazard, have succeeded in innovating in the complex and uncertain fields
of software, electronics and the life sciences. Those that haven’t developed such
‘national systems of innovation’ have failed to build those industries.

5. Risk Management Vehicles
If markets can’t bear the burden of innovation risk alone, who can? In fact, no one
best vehicle exists that is optimal for all technologies. Because the structure of risk
varies, so too must the structure and organisational form of risk management. Some
types of risk require large and diverse management vehicles, others small and
tightly integrated organisations. To manage innovation risk successfully, it is
necessary to match the source of finance with the type of risk to be incurred.
Greater scale means that larger individual minimum commitments must be
made to participate in the experimentation process, which implies a larger
portfolio. Greater risk intensity, or lower individual successful probabilities,
must be offset by higher potential pay-offs. Longer duration means positions
must be maintained for longer before a return can be expected, and often
require ongoing rather than limited-lifespan vehicles.

Put simply, the greater the scale of commitment necessary, the lower the
individual probability of success (greater the risk intensity), and the longer the
duration of experimentation processes, the wider must be the base over which
the risk-management vehicle must diversify. Vehicles to manage minimal risk
are relatively straightforward to construct, and many nations possess them. But
it is important to recognise that the vehicles required to manage larger, more
intense and more prolonged risk must be larger, more complex and of longer
duration. Fewer nations have been unable to construct these.

This fact explains why some nations are outstanding at entrepreneurship but
poor at technological innovation, or vice versa, strong in invention but poor 
at entrepreneurship. In fact, most entrepreneurs don’t innovate. Their new
businesses create a ‘me-too’ product or service, incurring little technical risk. 
They start small and remain small, although such businesses can provide a generous
income to an individual entrepreneur. While small, ‘me-too’ firms are numerous,
they often enjoy only a relatively short lifespan. They contribute little to the
growth of a modern capitalist economy, and little to technological innovation. Such
ventures can be, and are, funded from undiversified personal resources, or from
family and friends. Even for firms that eventually grow larger, most initial finance
comes from undiversified sources.

But these businesses, too, while they might at the outset be financed from personal
savings, as they grow and take on more ambitious innovation projects, they demand
both more finance and more-diverse finance. Most such firms take several years to
define a particular field in which they possess distinctive competence. During this
period, their customers implicitly agree to share their risk. Most such companies
succeed by ‘out-hustling’ others with similar ideas, though a few develop rapidly
based on distinctive ideas from the outset.8 Such firms typically must live for five 
to eight years before, if successful, they develop any competence that would merit
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formal venture financing. They also are often financed at first with a combination 
of personal assets and aggregated friends and family assets.

As risks become larger, of longer duration, and of greater intensity, increasingly
broad organisational coordination is necessary if risk is to be effectively diversified.
The range of possible risk-management and integration vehicles can be arrayed
along a spectrum, from the simple and small scale, through to the large and
complex. If the demands of particular innovation tasks are not matched to
appropriate institutional and organisational vehicles, innovation will appear
unacceptably risky and not be attempted.

For initially larger and/or riskier undertakings, sources of capital that appear small
in the bigger picture assume much greater importance. Such ventures usually
require finance beyond the reach of most individuals, and very likely beyond the

resources of those who initiated the idea that spawns the company. These
ventures are much riskier, and frequently require longer time frames before
ideas either come to fruition or are shown to fail. To cope with such demands,
entrepreneurs must turn to investors who can mobilise greater resources, and
diversify the risk further.

The three main vehicles for financing innovation investment in a modern
economy are: large corporations, including banks; venture capital and other
pools of private investors; and government. At an early stage, formal equity
and debt markets – the stock and bond markets – usually play little role. 
In almost no country other than Australia does the stock market attempt to
finance innovation, especially in its early phases. Such markets usually become
involved only much later, serving to enable the successful entrepreneur to
monetise his or her investment and capital gains, and withdraw funds from
both through an initial public offering. These vehicles play the vital roles of
diversifying risk and overcoming information asymmetry to select investments.
But each enjoys a divergent set of strengths, and suffers different weaknesses.

Large corporations can usually gain superior information about the character 
of innovation projects. In theory at least, they have full access to the data and
judgments generated by their employees on the risks and potential returns of
innovation projects under consideration. They can also combine and integrate
information, in an ongoing and cumulative social learning process, over time
expanding their capability both to manage and to assess such projects. Their

information flow is, of course, subject to the vicissitudes of organisational politics –
empire-building, career-positioning, pleasing the boss and so on – but by keeping
information internal to the organisation, calling upon the effort and commitment 
of employees, and holding employees accountable for their performance over time,
large corporations do have a better chance to acquire the information needed to
select the best projects for inclusion in their portfolio.

On the disadvantage side of the ledger, such a portfolio will necessarily be
circumscribed in several ways. First, the number of projects included cannot grow
very large. A company can conceivably manage tens, perhaps even hundreds of
projects, but not thousands. Second, the aggregate resources that can be committed
will be limited by the firm’s size, its cash flow, and industry norms about the
appropriate ratio of sales to R&D expenditure. Third, to achieve the advantages of
knowledge integration, and to make project management effective, firms must not
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diversify too far from their core expertise. Management must know enough and
have sufficient experience to make informed judgments about the projects selected
for their portfolio. Equity and bond markets are sceptical of firms that attempt to
expand into arenas in which the firm lacks established competence and experience.
Fourth, public firms, in particular, need to satisfy the short-term cash-flow interests
of their investors. Given the favourable tax treatment that prevails for dividends, in
Australia especially, investors in public firms expect that management will pay out
a large proportion of earnings to shareholders, limiting what can be retained for
investment in future innovation. They also expect that firms will not undertake
activities that are disproportionately more risky than those in the operational core.

These four factors limit in practice how much true diversification a public firm can
achieve for innovation projects: the projects must be related reasonably closely to
the firm’s core activities, they must not be too risky or too different, there must 
not be too many of them, and the quantity of resources retained for investment
in innovation must not be too great. In short, while corporations can usually
enjoy access to better information than markets, the breadth of diversification
than can be achieved without jeopardising relations with markets is inherently
limited. Corporations thus are most capable at managing medium-sized
portfolios of related projects, none of which is too large or risky by comparison
to the firm itself. Ideally, their projects would be closely related to, and they
would leverage and strengthen the firm’s core operational activities.

Venture capital is the second organisational form through which innovation 
risk is managed in free-market economies. Venture capital pools differ from
companies, in that they seek to invest in entirely new, potentially high-
growth, businesses, grow them, and sell their stakes when mature, rather 
than manage them over the long term. These young businesses can be quite
unrelated to one another; indeed, from the perspective of achieving true
diversification – unrelated risks – it is ideal that they are quite different. But
venture capitalists differ from other pooled investment funds in that they seek
to add their own expertise about growing small companies to those of existing
management teams, improving the probability that their firms will succeed.

The lifespan of a venture fund is finite, usually seven years. Other investment
groups, such as pension funds or wealthy individuals, commit a proportion,
usually a small proportion, of their resources to the venture fund in the hope 
of gaining far above average returns, more than compensating for the extra risk
they assume. Venture funds range in size from a few million dollars to about 
a billion. Venture capitalists hope to make investments in a limited number 
of companies, typically 10 to 30, of a few million dollars each. Their goal is to
recognise opportunities that others do not, buy a stake early, help mature these
businesses, and ultimately bring their products to market, before selling their stake
for a large gain. This process is, of course, inherently high risk. By investing in
businesses that have yet to prove themselves in actual markets, venture capitalists
accept, and hope to master, a high degree of risk.

How do they do this? To what types of risk are venture capitalists best suited? In
essence, venture capitalists aim to combine more diversification than companies 
can gain with better knowledge than equity markets of opportunities for business
growth. Venture capitalists aspire to know more than markets – to see the
opportunities faster, apply better skills to analyse opportunities, and employ
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superior management expertise to help their businesses grow – and to pool 
a sufficient range of investments that the inevitable failures are more than
compensated for by the winners.

But, like all other risk-management vehicles, venture capitalists are expert in 
only certain types of businesses and certain types of risk. They specialise in
understanding market and managerial issues. They are rarely qualified to assess 
or cope with technical risk. Unlike companies, therefore, most venture capitalists
attempt to remove or substantially reduce technological risk before committing 
to an investment. Discussions between technological entrepreneurs and venture
capitalists typically begin with at least ‘proof of concept’: demonstration that the
device, software program, or service will actually function as claimed.

In the fields in which venture capital has flourished, in particular information
technology, software and telecommunication devices, these conditions can be
met. It is usually possible to show at the outset that the proposed concept of 
a young company is technically feasible and practical, at least in principle. A
working prototype or mock-up can be assembled. The underlying physics and
engineering are usually well characterised. This is true as well of electronics
and the semiconductor industry.

In these fields, other parameters amenable to venture funds are also met.
Projects typically take less than five years to bring to fruition or to fail. This is
critical for venture funds, for in the seven-year lifespan of a typical fund, one or
two years will be devoted to finding suitable investments, and one or two years
will be expended at the end to exit positions (successful or otherwise). That
leaves only three to five years in which their firms must be tested. And in the
industries in which venture capital has thrived the individual investments are
not too large. If a typical fund invests $100 million, and wants 20 positions,
each investment cannot average more than $5 million. This profile nicely fits
the typical software company. It can be financed for a few million, takes a few
years to test, and its technology can be well described in advance of financing
the new firm. Of course, venture funds can combine their investments with

others, but it is difficult to fund projects that require hundreds of millions of
dollars, or many years, in this way.

The limits of venture capital are not apparent in the other major field of
contemporary technological innovation: life sciences. Here, conditions amenable 
to venture capital are much less commonly achieved. First, technical risk cannot 
be taken off the table. Most life science projects and new companies come into
being precisely to determine whether the company’s concept will prove technically
feasible. The underlying science is not mature or well understood, and scientific
outcomes must be established by physical experimentation. Thus, in life sciences,
potential investors confront irreducible risk of all three kinds. Assessing the kind 
of technical risk frequently encountered in life sciences demands deep and
sophisticated knowledge of the focused sub-field within which the project will
operate. And even with such knowledge, as in the case of scientific peer review, 
it is often possible to gain only an imprecise estimate of a project’s success
potential. Detailed familiarity with the current state of relevant literature, as well
as knowledge of activity under way at leading labs worldwide, is often required 
to assess such projects. Certainly, very few venture capitalists, even those with
advanced scientific training in a field of biology, are likely to possess the exact
expertise required to estimate success probabilities in this field.
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Further limitations are imposed upon venture capitalists in biotechnology by the
typical size of their funds, the number of positions they wish to hold, and therefore
the maximum size of commitment they consider it prudent to make to any one
nascent company. These parameters will be driven by the venture capitalist’s
assessment of the success probability or risk intensity of the projects in which they
will invest. For example, a $300 million fund, investing $10 million in each of 30
projects, with a potential pay off of three times initial investment, would need at
least 10 successful projects (or 33 per cent success rate) to return its investments
with no profit. To gain an industry-expected return of 40 per cent, the fund would
need at least 14 successful projects (a 47 per cent success rate). If the expected
success rate drops to 5 per cent (the rate many analysts think typical of
pharmaceutical projects entering clinical trials), the return on the few successful
projects must rise to 200 times to return the fund’s capital, and 280 times to gain 
a 40 per cent return. Even if achievable, this is a highly skewed distribution of
risk and returns.

Clearly, these are severe conditions to impose on any investment portfolio. The
implication is that the minimum effective scale of a fund – the breadth of
diversity it requires to be confident of meeting its targets – will be driven by a
combination of the risk intensity (success probability) typical of the technology
in which it seeks to invest, the minimum size of investment required, and the
expected return for winners. Lower probabilities dictate greater diversification
and larger total fund size. But even when these conditions are met, some very
profitable investments offering potential returns many times their original
invested capital may not be wise, under conditions of exceptionally low (but
not unheard of ) expected success rates.

The final major vehicle available to finance innovation is government.
Government brings to the innovation challenge several major advantages 
over other risk-management contenders, along with two central weaknesses.
The most obvious advantage is that government can diversify its risk over 
the widest base of all: the entire citizenry. Not only can it achieve huge
diversification, but it can also broaden its capital raising, incorporating means from
raising taxes to issuing its own debt. It can also diversify the form in which it take
its returns to include non-financial forms, such as more and better employment,
better health outcomes, improved security, or simply enhanced national prestige
and the betterment of humanity. On top of these advantages, it can readily take a
long-term perspective, both in the investments it makes and in the way it finances
them. Government would seem, then, to be an ideal risk-bearer, especially for large,
complex and long-term projects. And indeed, government has often financed such
projects, ranging from the space program, to Airbus, the new commercial-aircraft
manufacturer in Europe, to laying the foundation for a semiconductor industry in
Japan, Taiwan and Singapore.

But government suffers from two important drawbacks as a risk-taker, both
stemming from the character of its resource-allocation and decision-making
processes. First, precisely because government possesses such a broad range of
responsibilities and powers, and can bear and survive large-scale risk – indeed, if 
it is the government of a significant economy, it can survive almost any financial
risk – it can suffer from inherent discipline problems. Government can potentially
invest in almost any project, even those with virtually no chance of success, and
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survive the consequences. Worse still, government, and especially non-elected
government officials, face no competition. Government is simply not subject to 
the same market-based discipline as other risk-managers, or indeed virtually any
discipline other than the public’s scrutiny and willingness to bear taxes. It is a
perfect monopoly. One consequence of all this is that government is particularly
vulnerable to allocating resources to projects characterised by not only great risk, but
little or no social pay-off.9 This is especially so when such projects help politicians
win re-election, either because they are popular or supported by wealthy backers.

The result is that government resource allocation can be deeply flawed. Key
individuals in government rarely bear any risk on their own account; they are
playing with other people’s money. While in a democracy at least they need to
retain public support, because government can readily delay financing its
investment until after the current decision-makers have departed, governments can

allocate resources in ways that are popular today, but make little long-term
sense. Frequently, too, these decisions are made by personnel with poor
training or experience in financial risk management. A capital allocation
system in which successful projects are those backed by friends of government
officials or politicians is perhaps the worst form of risk-management available.
And the greater the arena of responsibility allocated to government, the greater
the probability such disaster will emerge.

How might such drawbacks be surmounted, to gain the advantages of
government as a risk-bearer, but avoid the distorting effects of government
decision-making processes? The answer is in the first place to circumscribe
government’s role to areas in which the market, or market-oriented vehicles,
have been demonstrated not to work (that is, in which markets and other
institutions fail, and not because they are simply bad ideas), and then to
require both transparency and the strongest possible competition in resource
allocation. Ideally, after broad public debate government would decide which
areas of risk it should bear in the interests of social welfare, and then hand over
decision-making on individual projects to a group or groups that are exposed
to both public scrutiny and competition. The first condition requires that it be
firmly established that the type of risk under consideration should be borne by
someone – that is, that the potential project offers substantial social pay-off if
successful – and that no other vehicle can do so, whether because the risk
cannot be diversified, is too long term, or just too complex. The second

condition requires that government officials themselves not make risk-management
investment and resource-allocation decisions, but that purpose-designed vehicles be
developed for these tasks. One key is for government not to bear all risk, but only
to share it with market exposed vehicles.

An Example: The Pharmaceutical Industry
The fact that the structures of risk and appropriate management vehicles vary
suggests that in large and complex sectors, such as health or defence, a division of
labour will arise among various institutions for bearing risk. The pharmaceutical
industry of the United States, the world leader in this sector, provides an instructive
example of how one such system divides responsibility.

Bringing a new drug to market requires successful navigation of a multi-stage,
time-consuming and labyrinthine process. In 2004, the cost of developing and
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testing a new drug was estimated to be greater than $1 billion, and to take more
than 10 years. These two features alone suggest the need for both large and patient
sources of capital. But in addition, drug development is highly risky, and returns
come from only a very few successful projects. Ninety-five per cent of drug
candidates entering clinical trials fail to gain final approval and don’t get to market.
And immediately successful drugs come off patent, imitators produce generic copies
and prices plummet. Yet, year after year the pharmaceutical industry is on average
among the most profitable in the world. This fact implies that the 5 per cent of
new drug candidates that do make it to market can deliver very large sales and high
margins. In other words, while new products produce sufficiently strong profits to
make the industry one of the fastest growing and highest margin in the world, for
the industry taken as a whole, risk is lumpy, long-term, and returns are highly
skewed.

Significantly for the present discussion, the industry cannot be considered as 
a single entity. Each of the risk parameters discussed above varies as a drug
candidate moves through the stages of the R&D process. The likelihood of a
product succeeding rises as it crosses key hurdles, as is illustrated in Table 2.1.

During the earliest stages, in which scientists search for target molecules in the
biochemical chains that cause disease (a process known in the industry as ‘target
generation’) and then look for active molecules that can disrupt those disease-inducing
chains (‘lead generation’), the probability of any individual project producing a
successful drug is exceedingly low, in fact on the order of 1 in 33 000 (for target
generation) or 1 in 10 000 (for lead generation). As candidates move into preclinical
(animal trials) stage, the odds of success rise to 1 in 100; then in clinical trials (testing
in humans) the odds rise from 1 in 20 for Phase 1 (which tests in a small sample
whether the drug is safe), to 1 in 5 for Phase II (which tests efficacy, also in a small
sample), to 1 in 2 for Phase III trials (a large, statistically significant sample). The
process from preclinicals to Phase III clinicals typically takes about 10 years.

By combining this information on probabilities with the cost of undertaking such
projects, it is possible to estimate the degree of diversification required to manage
risk adequately. The cost of bringing a single product through Phase II clinical
trials is estimated to be US$50 million; and through the end of Phase III,
US$500–800 million. Prior to clinical trials, projects are much smaller and cheaper,
but many more are required. To ensure a likelihood of one project getting to
market from the lead and target generation stage, tens of thousands of projects
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Table 2.1: Launch probability and project numbers in the
pharmaceutical industry

(Source: Author’s estimates)

Number of projects for probablity of one launch 
33 333 10 000 100 20 5 2

Probability of market introduction from stage: 
0.003% 0.01% 1% 5% 20%  50%

Target Lead Preclinical Phase I  Phase II Phase III Market 
generation generation trials clinicals clinicals clinicals launch
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must be initiated, at a cost of billions of dollars. To be likely to succeed in taking 
a single potential new drug from Phase I through to the end of Phase II clinical
trials, an organisation needs to start about 20 (carefully selected) projects, which 
if they did cost our estimated average $50 million each (some drop out before Phase
II, of course, providing some savings), it would suggest a portfolio of around 
$1 billion. To take the drugs through to the end of Phase III calls for an additional
commitment of around $1 billion, bringing the total portfolio to around $2 billion.

What sort of organisations can manage a risk of such magnitude? Clearly, a division
of labour is required. How the US innovation system divides the tasks is outlined 
in Table 2.2.

No single organisation could possibly operate and coordinate tens of thousands of
projects, at a cost in the billions of dollars, other than the government, which in the
United States combines with an extensive network of not-for-profit organisations
such as the leading research universities to shoulder the task. The US government
overcomes the drawbacks of the government resource-allocation process referred to
above, not by refusing to ‘pick winners’ (in Australian parlance) or absenting itself,
in the hope the market will pick up the ball, but by selecting a sector, in this
instance biology, then ‘outsourcing’ resource-allocation decisions to a decentralised
network of scientific peer-review panels. These panels attempt to ensure that the
money flows to the most scientifically promising projects, and that results and
prospects are reviewed by those closest to the field. The system is, of course, far
from perfect – it is subject to personality politics, entrenched interests, distortions
due to professional jealousy, and many other pressures – but by and large it works.
The result is that the United States has a commanding lead in basic science, and a
proliferation of prospects for new drugs. Note that at this stage the US system does
not attempt to rely on equity markets to finance research and development.

At the next stage, in which tens of projects are needed to gain sufficient
diversification, matters are less clear. Venture capital is certainly active in financing
early clinical trials for promising candidates in the United States, as are

Table 2.2: Risk management division of labour in the
pharmaceutical industry

(Source: Author’s estimates)

Risk manager Risk manager Risk manager

Government and Venture capital and Pharmaceutical 
Not-for-profits pharmaceutical companies. companies.

Portfolio 10 000s Portfolio 10 s-100s projects Portfolio<10 projects 
projects.

$10s billions. $1005 millions. $2–4 billions. 

Project selection on Project selection on Project selection on 
basis of science. commercial and science basis. commerdal basis. 

Number of projects for probablity of one launch 
33 333 10 000 100 20 5 2

Probability of market introduction from stage: 
0.003% 0.01% 1% 5% 20%  50%

Target Lead Preclinical Phase I  Phase II Phase III Market 
generation generation trials clinicals clinicals clinicals launch
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pharmaceutical companies. But even in an economy the size of the United States,
few venture capital organisations can build a $1 billion portfolio of drug development
projects. This stage of the development chain is therefore still problematic, and it is
the arena in which many of the difficulties cited in the previous section surface most
noticeably. Without strong ties to pharmaceutical companies, it is unlikely this phase
of the development process could adequately be funded, even in the United States.

For stage III clinical trials and beyond, to marketing and distribution, only the
pharmaceutical companies can both make the required judgments and finance a
sufficiently large portfolio. The rising cost of the complex and expensive clinical
trials now required to meet regulatory approval, and hence the even greater size of
project portfolio required to diversify the risk, is certainly one factor behind the
merger wave experienced by the global pharmaceutical industry in the late 1990s.

The calculations cited above apply to any typical pharmaceutical product,
whether biotech-derived or traditional small-molecule chemistry. But the
pharmaceutical industry is only one example of such a division of labour. The
important insight here is that no one-best, one-size fits all, mechanism exists
for innovation risk management in a modern economy. What works best for
the barber shop or family construction company will be unlikely to serve the
needs of a new commercial aircraft manufacturer. As the balance between risk
and reward tilts and narrows, and the degree of technical expertise required
expands, the base over which risk must be diversified widens. It shifts from
individuals, to families, to small-pooled vehicles such as angel funds, to
medium-sized pooled funds such as venture-capitalists, and then to very large
pooled funds such as pension funds, and ultimately to government itself.

The kinds of institutional structures a society develops for managing risk plays
a determinative role in shaping in which technologies the society specialise,
and what types of businesses are formed. To undertake entrepreneurship in
highly complex and uncertain technologies, requiring the coordination of
many specialists and experiments over long periods of time, requires the 
pre-existence of large and diverse institutions capable of managing the scale
and scope of the risk created therein.

7. Australia’s Innovation System
A key role then, and perhaps the key role of an innovation system, is to meet
these needs. Institutional arrangements that satisfy these demands facilitate
innovation; those that do not retard it. An important distinction among national
innovation systems is the relative emphasis they place on one or other of the
vehicles discussed above for entrepreneurial finance and risk management. Which
vehicles predominate can exercise a strong influence over the types of risk the nation’s
system is best equipped to manage, and, in turn, to which type of technology it will
be most comfortable committing. The nature of the dynamic ‘fit’ between the
technically derived structure of risk, as described above, and various forms of risk
management vehicle, is complex. While all approaches are employed to at least
some extent in most successful countries, the weight given to each varies
considerably. US and ‘Anglo-Saxon capitalism’ typically relies more heavily on
venture capital; European ‘welfare capitalism’ gives a greater role to government
and banks; and Japanese ‘keiretsu capitalism’ relies more on large corporations10.
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How does Australia’s innovation system measure up as a risk manager?
Unfortunately, Australia’s innovation system fails on the two fronts most often cited
by critics; that is, its low level of support for factor creation, in particular in
education and basic research, and its poor allowance for capturing above-normal
profits from innovation (through, for example, capital gains tax concessions and
premium prices). It also fails on the creation of an effective risk-management
vehicle, suited for the tasks of contemporary innovation. The Australian innovation
system is summarised schematically in Figure 2.1.

On the factor-creation side of education, training and basic research (the creation
of ‘options’ to be tested in development activities), Australia’s system is weak.
The not-for-profit sector is small, and does not orient towards innovation. It is
not encouraged by government with favourable tax treatment or other means.
Australia lacks a tradition of broad-based giving to science and education, such
as exists in the United States, and it does little to encourage its development.
Australia rather pursues never-ending debates as to whether a certain activity
should be public sector (government) or private sector (business). Other than
sporadic lamentation of the lack of a philanthropic ‘culture’, few participants 
in the debate seriously consider how to develop a sector independent from either, 
to form the basis of factor creation in innovation.

For returns appropriation, Australia’s system is also not encouraging. Capital 
gains are taxed at a much higher rate in Australia than in competitor countries 
(the United States taxes capital gains at 15 per cent, for example, compared to
Australia’s 25 per cent), and no encouragement is given to innovators within that
regime. Prices for innovative goods such as new drugs are pushed downwards by
government in Australia, and little preference is shown for local innovators in
government purchasing.

How does Australia’s
innovation system measure

up as a risk manager?
Unfortunately, Australia’s

innovation system fails 
on the two fronts most

often cited by critics; that
is, its low level of support 

for factor creation, in
particular in education and
basic research, and its poor

allowance for capturing
above-normal profits 

from innovation (through, 
for example, capital gains

tax concessions and
premium prices).

Figure 2.1: Australia’s innovation system

• Vigorous IPO market. 
• High capital gain tax, by international 

• Undiversified venture capital. 
• Government and not-for-profits don’t share risk.

• Weak not-for-profit sector. 
• Modest government support. 
• Few foreign PhDs. 
=Weak knowledge creator.

• Many companies. 
• Many competing regions.

But, tiny market 
capitalisation.
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(Inputs)
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(Outputs)

Appropriating
Returns
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But the situation is worse for risk management. Despite recent growth, Australia
has developed little venture capital, and most of what does exist avoids
technologically risky investments. Only 5 per cent of the already small venture
capital pool in Australia goes to biotechnology, for example, a sector several
Australian governments have identified as one the nation would like to develop.11

Australia’s large companies have among the lowest ratios of R&D expenditure to
sales in the world, reflecting the fact they are largely confined to non–innovation-
oriented sectors in which such investment is peripheral to competitive success.
Government does not share innovation risk, beyond a scattering of programs at 
the initial start-up phase (an approach that exacerbates the problem of excessive
fragmentation). In short, none of the vehicles most successful in innovating nations
that are employed to manage innovation risk are well developed in Australia.

8. Conclusion
These characteristics of the Australian innovation system all derive from a
common underlying philosophy. Today’s policymaking elite is convinced that: 

• innovation should be driven by the market

• it is inappropriate for the institutional system to discriminate between
innovation and replication as economic activities

• the system should not discriminate among types of technologies (these
beliefs are often summarised in the Australian phrase, ‘the playing field
must be level’)

• if the market does not support innovation, so be it. 

This philosophy, and the set of institutional and policy approaches it has
shaped, makes perfect sense if Australia wants only to consume technology, and
not to produce it. If, on the other hand, Australia aspires to be a participant 
in technology creation – and there are powerful arguments that it ultimately
must be if it is to remain prosperous and technologically capable – then it
needs now to investigate how appropriate risk management vehicles can be
developed. It should be apparent that the market alone will not come to the
nation’s rescue.
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1. Introduction
In recent years processes of learning and knowledge have attracted increasing
attention as a result of claims that knowledge-intensive industries are now at 
the core of growth, and that we are now entering a new type of knowledge-driven
economy or even a completely new form of ‘knowledge society’. There is strong
statistical evidence from R&D and innovation surveys that knowledge-creating
activities are absorbing a higher proportion of firms’ expenditures, and there is
considerable case study evidence suggesting that knowledge is an increasingly
important resource for firms.

Unfortunately, both from analytical and policy perspectives, our understanding 
of the knowledge economy has been seriously one-sided. Most attention has
focused on directly science-based industries, in the sense of industries with
high levels of direct R&D and strong links to universities: computing and
pharmaceuticals in particular. Associated with this emphasis are so-called
‘frontier technologies’, such as electronics, biotechnology and nanotechnology.
A criticism of such policy approaches is that they rest on a ‘scientised’ model
of innovation that stresses scientific discovery rather than learning as the basis
of innovation, neglecting the real characteristics of innovation in the economic
activities on which our economy largely rests.

High technology or science-based industries, and the technologies underlying
them, are very important. But they are also very small. Taken together, these
high-tech activities account for around 3 per cent of GDP in most OECD
economies.2 We tend to neglect the role of major low and medium technology
activities (both manufacturing and services) in our understanding of the
knowledge economy. This is a serious failing, because in Australia (as in most
OECD economies in fact) these are the sectors on which the economy is really
based. Industries such as food-processing, timber products, textiles and
clothing, mining, wine, mechanical engineering, and services such as
hospitality, transport, health or finance are large. They perform little direct
R&D. Yet innovation survey data shows that many of them are innovating, 
and many parts of these sectors are growing rapidly. What is the knowledge
basis of such innovation?

The argument here is that we need to place greater emphasis on two
dimensions of knowledge-creation in such industries, neither of which is
particularly visible in available indicators. On the one hand, these are
industries that have significant non-R&D inputs to innovation. Such inputs
and expenditures include market research, training and skill development,
design, the application of new capital goods, and knowledge drawn from
patents and licenses. In all industries, these non-R&D inputs are significantly
greater than R&D expenditures. Such non-R&D aspects of innovation are
sometimes referred to in the making of innovation policy, but are often ignored 
in practice.

On the other hand, these industries are often intensive users of R&D, and intensive
users of scientific knowledge. However, the key thing about R&D inputs in such
industries is that they are indirect: they flow from the ‘knowledge infrastructure’ of
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been seriously one-sided.
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directly science-based
industries … These high
technology industries are
very important. But they
are also very small … We
tend to neglect the role of
major low and medium
technology activities (both
manufacturing and services)
in our understanding of the
knowledge economy. This 
is a serious failing.
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society, through personnel movements, inter-firm cooperation, links with
universities or research institutes, engineering consultants and so on. The
R&D/science use of such industries is as a result not measured with available
science and technology indicators, and they are often regarded as traditional and
low-technology sectors. Yet many of these industries – in particular, food-processing
– have a good claim to be at least as science-based as something like ICT. Because
the science and R&D use of these industries flows indirectly from the overall
knowledge infrastructure, the growth and innovation performance of such
industries – and hence of the overall economy – depends on the structure, efficiency
and funding of the infrastructure.

2. Problems with R&D measures
Much analysis of knowledge-creation rests on intramural R&D carried out by 

firms. However, it is a mistake to identify knowledge-creation with R&D.
Conceptually, the use of R&D data often implies a view of innovation that
overemphasises the discovery of new scientific or technical principles as the
point of departure of an innovation process (an approach sometimes called the
‘linear model’ of innovation). It sees innovation as a set of development stages
originating in research, and it is this prior significance of research that licences
using R&D as a key knowledge indicator. From a practical point of view, the
definitions of R&D in the OECD’s Frascati Manual, which structure R&D data
collection in OECD economies, exclude a wide range of activities that involve
the creation or use of new knowledge in innovation.

By contrast, modern innovation theory sees knowledge-creation in a much
more diffuse way. First, innovation rests not on discovery but on learning.
Learning need not necessarily imply discovery of new technical or scientific
principles, but can readily be based on activities that recombine or adapt
existing forms of knowledge; this in turn implies that activities such as design
and trial production (which is a form of engineering experimentation) can be
knowledge-generating activities. A second key emphasis in modern innovation
analysis is on the external environment of the firm. Firms interact with other
institutions in a range of ways; these include purchase of intermediate or
capital goods embodying knowledge. The installation and operation of such
new equipment is also knowledge-creating. Then there is the purchase of

licences to use protected knowledge. Finally, firms seek to explore their markets.
Given that innovations are economic implementations of new ideas, then the
exploration and understanding of markets, and the use of market information to
shape the creation of new products, are central to innovation. These points imply 
a more complex view of innovation: one in which ideas concerning markets are a
framework for new product concepts based on the recombination and creation
knowledge via a range of activities. In this perspective R&D is important, but 
tends to be seen as a problem-solving activity in the context of innovation
processes, rather than an initiating act of discovery.

3. Non-R&D Inputs to innovation
Many non R&D expenditures on innovation are in principle measurable. Collection
of data on such phenomena has been attempted in probably the only systematic
data source on non-R&D innovation expenditures; namely, the EU’s Community
Innovation Survey (hereafter CIS), which collects data – for all European countries –
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not only on R&D but also on non-R&D innovation expenditures, including
training, market research related to new product development, design, expenditures
on patents and licenses, and most importantly on capital investment (again related
to new product development).

In this section we draw on some results from CIS data from the Europe-wide survey
of 1992, on the general firm and industry distributions of R&D and non-R&D
expenditures on innovation. The data relate to the 1992 CIS, and the results are
drawn from a report to the European Commission on innovation expenditures in
European industry. The data are divided into three categories: capital investment
related to new product development, R&D, and non-R&D expenditures (covering
training, market research, design, trial production and tooling up, and intellectual
property rights costs).

The first point, perhaps a rather obvious one, is simply that R&D is but one
component of innovation expenditures, and by no means the largest:

There is, as we would expect, variation in the share of R&D expenditures in total
innovation expenditure across industries, with electrical, electronics, and chemicals
(here including pharmaceuticals) having high shares; this is exactly what we would
expect from the R&D statistics. To this variation across industries there roughly
seems to correspond a variation in the opposite direction for the share of investment
expenditures: firms that have relatively low R&D shares have higher investment
shares. This in turn implies that non-R&D expenditures (design, training, market
research and so on) vary somewhat less across industries. The mean R&D share by
industry varies between about 0.1 and 0.25, the mean non-R&D share is generally
close to 0.3, while the mean investment share varies between about 0.4 and 0.6.

Figure 3.2 shows the composition of innovation expenditures by size class for all
countries pooled.

Figure 3.1: Composition of innovation expenditures by industry, 
all firms pooled, mean

(Source: Rinaldo Evangelista, Tore Sandven, Giorgio Sirilli and Keith Smith, Innovation Expenditures in
European Industry, Report to the European Commission, DG-XIII-C, European Innovation Monitoring
Initiative, p. 46)
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What we have here is, once again, a rather consistent non-R&D expenditures share,
but on the other hand a clear relationship between firm size and the share of R&D
expenditures, with this share increasing consistently with firm size. To this there
seems to correspond, though less clearly, a decrease in the share of investment
expenditures with firm size. The implication here is that small firms rely more 
on the acquisition of capital goods in innovation expenditures, so that knowledge
structures in SMEs are likely to be more heavily dependent on embodied knowledge
within capital equipment.

3. Measuring Indirect Uses of R&D
The data presented above suggests a strong case for not focusing simply on direct
R&D when we consider expenditure by firms and industries on innovation and
knowledge-creation, and suggests also a need to look into the significance of other
sources of knowledge. It seems particularly important to look at capital investment,
which represents a very significant component of innovation expenditure: in fact,
this is the largest single component in every industry. In this context it is important
to note that capital expenditure is a key mode of ‘embodied’ knowledge spillover
from the capital goods sector to using industries. Can we find a way of incorporating
such embodied spillovers into our understanding of the knowledge intensity of the
using industry by an empirical account of their knowledge contents?

Table 3.1 uses OECD data to compare direct and indirect R&D inputs across
industries. OECD has made an important modification of the direct R&D measures
with the addition of ‘acquired technology’, calculated as the R&D embodied in
capital and intermediate goods used by an industry, and computed via the most
recent input–output table. The method for calculating acquired R&D is to assume
that the R&D embodied in a capital good is equal to the capital good’s value
multiplied by the R&D intensity of the supplying industry. The most recent year
for which relevant input–output data is generally available is 1990. The overall
structure of the classification can be seen in Table 3.1, which shows direct R&D
intensities for the main industrial groups for 1997, plus the proportion of acquired
to direct R&D for 1990, the last year for which it was calculated.

Figure 3.2: Composition of innovation expenditures by size class, 
all firms pooled, mean

(Source: Rinaldo Evangelista, Tore Sandven, Giorgio Sirilli and Keith Smith, Innovation Expenditures in
European Industry, Report to the European Commission, DG-XIII-C, European Innovation Monitoring
Initiative, p. 47)
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Table 3.1: Classification of Industries Based on R&D Intensity

ISIC Rev 3 Direct R&D Acquired R&D
Intensity 1997 intensity as

per cent of
direct R&D

intensity, 1990

High-technology industries
Aircraft and spacecraft 353 12.7 15

Pharmaceuticals 2423 11.3 8

Office, accounting and 30 10.5 25
computing machinery

Radio, television and 32 8.2 17
communications equipment

Medical, precision and 33 7.9 29
optical instruments

Medium–high-technology industries
Electrical machinery and apparatus 31 3.8 42

Motor vehicles and trailers 34 3.5 29

Chemicals 24 exc 2423 2.6 18

Railroad and transport equipment 352+359 2.8 88
n.e.c

Machinery and equipment n.e.c. 29 1.9 104

Medium–low-technology industries
Coke, refined petroleum products 23 0.8 30
and nuclear fuel

Rubber and plastic products 25 0.9 127

Other non-metallic mineral products 26 0.9 285

Building and repairing of ships 351 0.7 200
and boats

Basic metals 27 0.7 289

Fabricated metals products 28 0.6 133

Low-technology industries
Manufacturing n.e.c. and recycling 36–37 0.4

Wood, pulp, paper, paper products, 20–22 0.3 167
printing and publishing

Food products, beverages 15–16 0.4 267
and tobacco

Textiles, textile products, 17–19 0.3 250
leather and footwear

Sources: OECD, Science, Technology and Industry Scoreboard 1999: Benchmarking Knowledge-based Economies
(OECD: Paris 1999), Annex 1, p. 106; OECD Science, Technology and Industry Scoreboard 2001: Towards a
Knowledge-based Economy, Annex 1.1, pp. 13–139

Note: The ISIC classification was revised in 1996, though changes were relatively minor. 1990 data have been
reassigned to the most relevant Rev 3 category.

Table 3.1 shows that ‘acquired technology’ as a proportion of direct R&D rises
dramatically as we move from high- to low-technology industries. Of course the
absolute amounts of R&D being used remain higher in many of the high-tech
sectors. However, the key point is that many low- and medium-tech sectors are
accessing significant volumes of R&D in ways that are not reflected in usual R&D
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data. This suggests, incidentally, that technology intensity is likely to be very
sensitive to how the measurement of acquired technology is carried out.

4. Knowledge flows across industries
How do capital investment, intermediate good acquisition and non-R&D
expenditures relate to the structure of knowledge in an industry? Most analyses 
of learning have focused on analysing the characteristics of learning processes, or on
the broad types of knowledge that are involved, rather than on the specific content
and structure of industrial knowledge bases.

So how can the knowledge content of an industry be understood and described? 
We can distinguish between three areas of production-relevant knowledge; namely,
firm-specific knowledge, sector or product field-specific knowledge, and generally

applicable knowledge. At the firm level, the knowledge bases of particular
firms are highly localised, and specific to very specialised product
characteristics, either in firms with one or a few technologies which they
understand well and which form the basis of their competitive position, or in
multi-technology firms. Second, there are knowledge bases at the level of the
industry or product-field. At this level, modern innovation analysis emphasises
the fact that industries often share particular scientific and technological
parameters; there are shared intellectual understandings concerning the
technical functions, performance characteristics, use of materials and so on 
of products.3 This part of the industrial knowledge base is public (not in the
sense that it is produced by the public sector, but public in the sense that it 
is accessible knowledge which in principle is available to all firms): it is a body
of knowledge and practice that shapes the performance of all firms in an
industry. Of course, this knowledge base does not exist in a vacuum. It is
developed, maintained and disseminated by institutions of various kinds, and
it requires resources (often on a large scale). Finally, there are widely applicable
knowledge bases, of which the most important technically is the general
scientific knowledge base. This is itself highly differentiated internally and 
of widely varying relevance for industrial production, but some fields – such as

molecular biology, solid-state physics, genetics or inorganic chemistry – have close
connections with major industrial sectors.

5. Distributed knowledge bases
If these points about knowledge bases are reasonable, then the relevant knowledge
base for many industries is not internal to the industry, but is distributed across 
a range of technologies, actors and industries. What does it mean to speak of 
a ‘distributed knowledge base’? A distributed knowledge base is a systemically
coherent set of knowledge, maintained across an economically and /or socially
integrated set of agents and institutions.

Inter-agent or inter-industry flows conventionally take two basic forms: ‘embodied’
and ‘disembodied’. Embodied flows involve knowledge incorporated in to
machinery and equipment. Disembodied flows involve the use of knowledge,
transmitted through scientific and technical literature, consultancy, education
systems, movement of personnel and so on.
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The basis of embodied flows is the fact that most research-intensive industries (such
as the advanced materials sector, the chemicals sector or the ICT complex) develop
products that are used within other industries. Such products enter as capital or
intermediate inputs into the production processes of other firms and industries; 
that is, as machines and equipment, or as components and materials. When this
happens, performance improvements generated in one firm or industry therefore
show up as productivity or quality improvements in another. The point here is 
that technological competition leads rather directly to the inter-industry diffusion
of technologies, and therefore to the inter-industry use of the knowledge that is
‘embodied’ in these technologies. The receiving industry must of course develop 
the skills and competences to use these advanced knowledge-based technologies.
Competitiveness within ‘receiving’ industries depends heavily on the ability to
access and use such technologies.

As examples, consider fishing and fish farming, both of which are apparently
low-technology sectors in terms of internal R&D. This is a large industry
worldwide, with aquaculture growling particularly strongly; this is moreover
an important growth sector for developing countries. Examples of embodied
flows in fishing include use of new materials and design concepts in ships,
satellite communications, global positioning systems, safety systems, sonar
technologies (linked to winch, trawl and ship management systems), optical
technologies for sorting fish, computer systems for real-time monitoring and
weighing of catches, and so on. Within fish farming, these high-technology
inputs include pond technologies (based on advanced materials and
incorporating complex design knowledge), computer imaging and pattern
recognition technologies for monitoring (including 3D measurement systems),
nutrition technologies (often based on biotechnology and genetic research),
sonars, robotics (in feeding systems) and so on. These examples are not
untypical of ‘low-technology’ sectors – on the contrary, most such sectors can
not only be characterised by such advanced inputs, but are also arguably
drivers of change in the sectors that produce such inputs.

The disembodied flows and spillovers are also significant. Underlying the
technologies for fishing and fish farming mentioned above are advanced
research-based fields of knowledge. Ship development and management relies
on fluid mechanics, hydrodynamics, cybernetic systems and so on. Sonar
systems rely on complex acoustic research. Computer systems and the wide
range of IT applications in fisheries rest on computer architectures,
programming research and development, and ultimately on research in solid-
state physics. Even fish ponds rest on wave analysis, CAD/CAM design systems.
Within fish farming the fish themselves can potentially be transgenic (resting
ultimately on research in genetics and molecular biology), and feeding and
health systems have complex biotechnology and pharmaceutical inputs. In other
words, a wide range of background knowledge, often developed in the university
sector, flows into fishing: mathematical algorithms for optimal control,
molecular biology, and a wide range of sub-disciplines in physics for example.

We could extend this kind of thinking more generally to food production.
Clearly, many different kinds of skills, scientific disciplines and knowledge
areas are involved in the functions and activities in the food-processing industry.
Nevertheless, most of this knowledge can be categorised into two main knowledge
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areas: food science and food technology. The Institute of Food Science & Technology
(UK) defines these terms as follows: 

… food science integrates the application to food of several contributory
sciences. It involves knowledge of the chemical composition of food
materials (for all food consists entirely of chemical substances); their
physical, biological and biochemical behaviour; human nutritional
requirements and the nutritional factors in food materials; the nature and
behaviour of enzymes; the microbiology of foods; the interaction of food
components with each other, with atmospheric oxygen, with additives and
contaminants, and with packaging materials; pharmacology and toxicology
of food materials, additives and contaminants; the effects of various
manufacturing operations, processes and storage conditions; and the use of
statistics for designing experimental work and evaluating the results.

Likewise, food technology draws on, and integrates the application to food
of, other technologies such as those of steel, tinplate, glass, aluminium,
plastics, engineering, instrumentation, electronics, agriculture and
biotechnology.4

These knowledge bases fed directly into the key activities of food-processing,
such as selection and preparation of materials, cooking, nutritional and
contaminations monitoring, packaging, and distribution. To sum up: 
despite the fact that food-processing is an industry with relatively low levels 
of internal R&D, it might well be claimed that this is one of the most
knowledge-intensive sectors of the entire economy, if only through the
knowledge embodied in monitoring equipment and instrumentation.
Presumably this is not unrelated to the fact that many of the sub-sectors 
of the industry are rapidly growing.

6. Collaboration and Knowledge Infrastructures
How important is the ‘knowledge infrastructure’ of universities, research institutes,
and other publicly supported agencies in knowledge creation and use in Australia?

One of the big results of modern innovation research is that innovating firms tend
to be collaborating firms. They collaborate with customers, suppliers, competitors,
consultants, universities and research institutes. Surveys across a number of OECD
economies have confirmed very similar patterns of collaboration. In Australia and
other OECD countries the proportions of collaborating firms across industries looks
as set out in Table 3.2.

Collaboration with universities is highest in three industry groups: petroleum, 
coal and chemical; metal products; and machinery and equipment. It is difficult 
to interpret these figures, but seeing that Table 3.2 refers to direct collaboration 
of specific innovation projects, it could be argued that 17 per cent is a high figure,
given Australia’s industrial structure and firm size distribution.

More generally, it should be remembered that knowledge infrastructures produce
impacts that cannot be grasped either via looking at short-term collaboration, or 
by looking at commercialisation data, or other forms of direct interaction.
Infrastructures produce complex effects via education and training, interpersonal
contacts, personnel exchange, the general flow of ideas, consultancy, design of
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instrumentation, and so on. Within such important sectors for Australia as food and
wine, infrastructural organisations interact with firms and through this shape and
reshape the knowledge bases of the sectors. The Australian ‘knowledge economy’
depends on these infrastructures, and the composition, funding, management and
strategic direction of the knowledge infrastructure are central to future
performance. It might be added that infrastructures provide crucial location-specific
assets that shape the location decisions of global firms; this too is important for
Australia in the knowledge economy.

7. Conclusion: distributed knowledge bases and the knowledge
economy
A key point of the empirical analysis presented above is that if we accept the idea
that modern economies are in some sense more knowledge-intensive, this does not
necessarily mean that only some sectors or technologies are the bearers of the new
knowledge economy. On the contrary, the knowledge bases of mature industries are
cognitively deep and complex, and are moreover institutionally distributed: they 
are generated via ‘knowledge systems’, in the sense described by David and Foray.5

This is important for resource-based economies such as Australia. It might be
argued that the potential growth trajectories for Australia rest as much or even
more on such sectors as engineering, food, wood products, wine, vehicles and so on,
as on radically new sectors such as ICT or biotech. ICT has of course grown rapidly,
but from a very low base, and with a very low share of output. However, growth
within the less glamorous sectors is certainly innovation-based, and moreover it
rests on deep knowledge bases, which from time to time are subject to
discontinuous change. One suggestion which emerges from all this is that growth 
is based not just on the creation of new sectors but on the internal transformation 
of sectors which already exist; that is, on continuous technological upgrading. This
internal transformative capacity rests, in turn, on complex innovation systems that
create, distribute and maintain advanced (often basic scientific) knowledge.6 We can
suggest that many so-called low-tech sectors are intensive in their use of scientific
knowledge – industries such as food production, machinery, printing and

Table 3.2: Distribution of collaboration partners in selected countries, 
percentages, unweighted

Australia Austria Denmark Norway Spain Sweden
(East Gothia)

Private customers 64 56 71 59 53 61
Government customers 15 33 21 20 25 30
Suppliers of materials 52 62 74 57 58 83
and components
Suppliers of machinery 26 29 44 35 49 55
and production equipment
Suppliers of technical 43 42 43 45 – 42
services, testing and control
Marketing/management 28 18 32 18 33 –
consultants
Competitors 7 20 13 28 15 35
University and research 17 33 17 23 60 36
centres
Parent/subsidiary 30 39 33 – 37 –

Source: Basri, E. 2001, ‘Interfirm Collaboration in Australia in an International Context: Implications for Innovation
Performance and Public Policy, in Innovative Networks. Cooperation in National Innovation Systems, OECD, Paris, pp.
143–168
Note: Firms can have more than one collaboration partner.
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publishing, wood products, and a range of services, have significant indirect science
inputs. The depth and complexity of industry knowledge bases are not linked to
their direct R&D performance, and indicators or industrial classifications based 
on this are misleading.

These types of industries are based on knowledge distributed across agents,
institutions and knowledge fields in the knowledge infrastructure. Many of the
relevant knowledge fields lie in the sciences. These science inputs are supported 
by little-explored, indirect links with universities, research institutes and supplier
companies. Thus ‘low-tech’ industries are knowledge intensive, and are frequently
part of ‘high-tech’ systems, and both scholars and policymakers should be aware of
their significance for growth. If the term ‘knowledge economy’ is to have any real
significance, then it must take such processes and activities into account, not only as
bearers and users of knowledge, but also as drivers of change. This recognition takes

us towards new problems. If we reject the implicit technological determinism
of many ‘high-tech’ approaches to the relationship between innovation and
growth, then we must face more squarely the question of the sources and
determinants of innovation. On the one hand, we need to analyse the innovation
decisions of firms in such sectors: how do they assess potential innovation
markets, and under what circumstances can they muster the resources to invest
in the complex of physical and intangible assets that make up a knowledge-
intensive approach to production? Why are some firms in these industries far
more successful than others in learning and innovation? This is primarily an
issue in corporate strategy and control.7 On the other hand, we need a theory 
of the knowledge system which helps us understand how and under what
circumstances knowledge-creating institutions actually generate and sustain
cognitive flows, between themselves and into the production system.8

These issues have significant policy implications. Within most OECD
economies, policymakers remain heavily focused on ICT, biotech and
nanotechnology issues (both in innovation and diffusion-oriented policies) 
to the exclusion of most of the areas of knowledge that are in fact producing
change across major industries. Policy remains focused on a science-based 
model of innovation, to the exclusion of a genuinely learning-based approach.
Moreover, there does seem to be, on the face of it, real asymmetries in the policy
attention given to arenas of knowledge advancement: there is a neglect of key
areas of change that are reshaping not the alleged economy of tomorrow but the
economy we have actually got.

Growth is based not just
on the creation of new

sectors but on the internal
transformation of sectors

which already exist; 
that is, on continuous

technological upgrading.
This internal transformative

capacity rests, in turn, 
on complex innovation

systems that create,
distribute and maintain

advanced (often basic
scientific) knowledge.
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1. Innovation Systems Frameworks
Countries differ in their capacity to produce, acquire and use knowledge. They
differ in the level of their investment in innovation, the roles of the public and
private sectors, the industries and technology fields of greatest importance and the
rates of change in those patterns, the level of cooperation among organisations, the
modes of financing innovation, attitudes to risk-taking, the regulation of the labour
market, and the role of large and small firms. In short, they have different
‘innovation systems’. The structure, functioning and integration of the various
components of the national innovation system (NIS) have a major bearing on the
level, and continuing upgrading, of a nation’s innovation competencies. These
competencies play a central role in economic growth and change.

Following the seminal works of Freeman (1987), Lundvall (1992) and Nelson
(1993), there have been a large number of studies of national innovation
systems. These studies have sought to analyse the ability of nations to
generate, diffuse and use economically significant knowledge. However, there
have not been any comprehensive studies that have analysed Australia from a
national innovation systems perspective.

How can we analyse Australia from an innovation systems perspective? The
NIS approaches do not provide any ‘ready-to-use’ frameworks. Studies that use
a national innovation systems approach tend either to assume a high level of
homogeneity within nations, or to focus on only some components of the 
NIS – often the R&D system. Many studies use a range of innovation-related
indicators. While valuable in raising issues and questions to be investigated,
indicator approaches rarely provide real insight and answers. There are three
particular problems with indicator-based approaches: the indicators are based
on relationships (for example, R&D inputs drive innovation) that are
themselves in question; aggregation leads to a serious loss of information; 
there are no indicators for many important categories.

This chapter outlines three complementary indicator-based analyses, each of 
which reveals important characteristics of the Australian innovation system:

• a review of traditional innovation-based indicators, presented here in terms 
of two contrasting perspectives on Australian innovation performance

• an analysis of patterns and trends in R&D activity at the national and state level

• an analysis of patterns and trends in Australia’s technological and scientific
specialisation.

The final section identifies several characteristics of the Australian innovation
system; in it several more speculative interpretations of the evidence are developed.

2. Innovation Systems: An Analytical Perspective
National innovation systems can be understood as a nation’s capacity to generate,
diffuse and use economically significant knowledge. Innovation systems evolve and
a primary endogenous driving force is learning: ‘if knowledge is the most important
resource, then learning is the most important process’ (Lundvall 1992). Learning is

The structure, functioning
and integration of the
various components of the
national innovation system
have a major bearing on the
level, and continuing
upgrading, of a nation’s
innovation competencies.
These competencies play 
a central role in economic
growth and change.
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the central process not only in the generation of knowledge, but also in the diffusion
and use of knowledge. Learning occurs at the level of individuals and organisations,
but also through various forms of interactions between actors; for example, firms,
government agencies, universities, and formal or informal ‘bridging organisations’.
Among the more important mechanisms for interactive learning are producer–user
networks, the pooled labour market and informal meeting places. These patterns 
of interaction draw on established networks based on antecedent innovations and
production links that may only slowly include new actors. For this reason these
interactions may lead to path-dependencies in innovative search.

These learning processes are set by nation specific circumstances – including the
accumulated skills and capabilities of firms, national laws and regulations, culture,
and the specialisation in research and education – and are derived from its history.
Lundvall (1992) conceptualised a national innovation system as consisting of two

main parts: the economic structure and the institutional set-up. The economic
structure refers essentially to what a nation produces – products, services,
technologies, the labour force, skills and so on. The economic structure largely
shapes what ‘nations’ learn. For example, if a country has a large mining
industry, then different actors are likely to learn a great deal about large
projects and logistics. An economic structure may be more or less beneficial 
in terms of current market growth trends. (For example, a high level of
dependence on ICT exports was a ‘good thing’ in 1999, but far less attractive
in 2002.)

The institutional set-up refers to the structure of organisations and institutions,
and includes the nature and processes of (product, capital, labour, equity, IP)
markets and networks, strategies of firms, the type of regulation and structure
of incentives shaping, reinforcing or constraining the direction 
of the innovative search. Hence, the institutional set-up refers to how the
generation, diffusion and use of economically useful knowledge takes place.

3. The Australian Innovation System: Alternative Views 
on Performance

Assessing Innovation Related Performance
Indicators derive their meaning from assumptions about what phenomena are
important and how they can best be estimated. The relationships between
innovation and economic activity are complex, involve interactions, lags and
feedbacks, and evolve continuously. Understanding these relationships requires
attention to multiple dimensions, including institutional issues. Deviations from
the performance of a ‘model’ economy (typically the United States) or from ‘best
practice’ exemplars among OECD countries in specific dimensions do not
necessarily signal a problem. Countries are not arrayed along a path of inexorable
development. Nevertheless, such comparisons (Figure 1 and Figure 2) can be useful
for characterising innovation-related performance if we bear in mind the structure
and history of the Australian economy:

• Diversity. Australia’s population is concentrated in several cities distant from
each other. Agriculture is a major industry but is diverse – operating in
temperate, tropical and semi-arid areas. Mining is a major industry, but across 
a continent mining is highly diverse involving coal, iron ore, gold, aluminium,

The relationships between
innovation and economic

activity are complex,
involve interactions, 

lags and feedbacks, and
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silver, mineral sands, nickel and diamonds – each with different requirements 
for capital goods, services and infrastructure.

• Historical legacy. The legacy of import substitution industrialisation included 
a range of institutions (for example, labour market regulation, attitudes to
entrepreneurship), innovation-related infrastructure (a well-developed public
education and research system, but poor research-industry links in many sectors)
and competencies (low management and R&D capabilities in industry) that
continued to impede innovation performance even when the incentives for
innovation increased, following the opening of the economy.

• Industry structure. Primary products account for about 8 per cent of Australian
GDP (the level for about 30 years), above most OECD countries. The
manufacturing share of GDP (about 12 per cent in 2000) is lower and declining
faster than in most OECD countries. The services sector is larger (79 per
cent of GDP in 2000) and has risen more rapidly than in most OECD
countries. Australia has a relatively very small ‘high-tech’ manufacturing
sector. This sector, and particularly large firms in this sector, accounts for
the majority of business expenditure on research and development (BERD),
and most interaction with the public-sector research system in most OECD
countries.

• Firm size. Australian industry has a relatively large proportion of small
firms. Such firms (less than 100 employees) account for a relatively large
share (almost 30 per cent in 1999) of BERD. Such small firms account for
twice the proportion of BERD in Australia as in Canada or Finland, and
three times more than in the United States or the United Kingdom.

• Trade. Australia’s trade intensity (trade/GDP) is relatively low, closer to 
the low trade intensity of large economies like the United States, Japan 
and France, than to the high trade intensity of small countries like Ireland,
Finland, Sweden and Canada. Australia did not participate in the strong
growth of trade in manufactures of the 1970s, losing opportunities to
develop economies of scale.

• Specialisation. Australia has a relatively low level of technological specialisation
for a small economy – small advanced economies tend to be quite specialised in
some fields of technology. Whereas most countries have become more specialised
over the past 20 years, Australia’s level of specialisation has remained more or
less constant. Australian specialisation is in agriculture, primary metals, mining
and oil and gas – a pattern quite similar to that of Canada and Norway.

• Foreign ownership. The level of foreign investment in Australian industry 
is relatively high, and particularly high in the R&D intensive sectors. 
Overall, foreign affiliates account for almost half of the R&D in Australian
manufacturing, a level far higher than all but a few other OECD countries.

Australia has a relatively
low level of technological
specialisation for a small
economy. Whereas most
countries have become
more specialised over the
past 20 years, Australia’s
level of specialisation 
has remained more or 
less constant.
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It is possible to assess a wide range of indicators of the many aspects and
dimensions of Australia’s innovation system, and of innovation-related performance,
and reach two quite different conclusions: either that the innovation system is
robust and adaptive; or alternatively that it is weak and ‘locked in’ to ‘old’ patterns
of specialisation.

Figure 4.1: Australia’s innovation performance compared to OECD average

Sources: ABS, OECD, US Patents & Trademark Office (2002) and World Competitiveness Yearbook (2002)
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Figure 4.2: Australia’s innovation performance compared to OECD leader

Sources: ABS, OECD, US Patents & Trademark Office (2002) and World Competitiveness Yearbook (2002)
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Box 4.1: Alternative perspectives on Australia’s innovation performance

The dynamic growth perspective
Australia is a broadly based dynamic
and flexible economy, diversified across
markets, and increasingly in sectors
underpinned by competitive domestic
markets and flexible labour markets.
High-level human resources and
strong research organisations facilitate
the rapid uptake of new knowledge
produced anywhere. Imported
knowledge and equipment combined
with local knowledge and capability
supports active problem-solving and
systems integration in a range of
sectors generating relatively high
levels of productivity. A ‘fast-user’
strategy combined with natural and
human resources is a sound basis for
future prosperity. A focus on R&D and
patents misses the level of dynamism
in technology adaptation and
application. Key indicators of this
performance include:

• high and increasing productivity
• relatively high level of public

sector R&D
• substantial growth in niches

markets in key manufacturing
sectors: telecom equipment, 
wine, boats, automobiles and
components

• maintaining strong
competitiveness in resources
sectors through the effective
application of new technology,
including IT

• Increasing technological
specialisation in biotech 
and pharmaceuticals

• high FDI as % of GDP
• strong performance in

international science
• a strong ICT services sector and

high growth in ‘knowledge-based
services’

• rapid and broadly based uptake 
of ICT. 

The laggard perspective
The Australian economy maintains 
a high level of dependence on natural
resources and is failing to develop
sustainable new areas of specialisation
and growth. Productivity growth in
the 1990s is the result of one-offs:
micro-economic reform and the uptake
of ICT. This performance masks
underlying weaknesses in new firm
formation and in the growth of new
internationally competitive industries.
The poor performance of Australian
firms in R&D and patenting signals
the weaknesses in management, scale
and international positioning of
Australian industry. Australia’s
declining position in ‘high-tech’ sectors
and the declining international
significance of its science and patents
indicates the extent to which Australia
is being left behind the frontier of
innovation and growth in the world
economy. It has:

• the third-lowest ranked in the
OECD in gross expenditure in
R&D and one of the lowest in
business R&D

• the lowest expenditure on
innovation among OECD 
countries

• a relatively very low level of
investment in venture capital

• international patenting activity
(per million population) that is 
one of the lowest in the OECD

• 80 per cent of the top 15 export
products, which are resource-based
commodities with a low level of
processing

• a large and growing trade deficit
in ICT products and services.
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Box 4.2: Dynamic growth perspective2

Innovation-related investment

• Australia has been a leader in pubic investment in R&D and particularly 
in relative investments in basic research. Government investment in R&D 
as a proportion of GDP is slightly greater than the OECD average.

• ‘Knowledge-based industries’ contribute 31 per cent of GDP (in 2000) and
‘knowledge workers’ represent 38 per cent of the labour force – levels similar
to comparable OECD countries. The proportion of ‘knowledge workers’ in 
the labour force increased at a similar rate to most other OECD countries.

• Expenditure on higher education (1.6 per cent of GDP) is comparable with
the OECD average.

• About 18 per cent of the Australian workforce has tertiary qualifications,
above the OECD average (14 per cent).

• About 24 per cent of tertiary students in Australia are in science and
technology fields, above Canada (16 per cent) and the United States, 
but below Finland (38 per cent) and many other OECD countries.

• Industry investment in workforce training increased strongly through 
the 1990s.

Innovation-related performance

• Australian production of scientific and technical articles (about 700 per million
population) is greater than the OECD average (about 450 per million).

• Multi-factor productivity (MFP) growth (1.4–1.5 per cent pa over 1990–99),
was comparable to or better than most OECD countries.

• The growth in GDP per hour worked (about 2 per cent pa over 1990–99), 
was one of the highest among OECD countries.

• By the early 1990s R&D intensity in some Australian manufacturing 
sectors (for example, metal products, iron and steel, shipbuilding) was 
above the OECD average. The service sector in Australia was a particularly
strong R&D performer.

Linkages

• Foreign direct investment inflows over the 1990s (1.75 per cent of GDP) 
were well above the OECD average (1.0 per cent), but outflows (0.8 per cent 
of GDP) were well below the OECD average (~ 1.4 per cent).

• Australia has been estimated to have one of the highest levels of international
inter-firm alliances (about 5.5 per US$ billion GDP) in the OECD. This level
is similar to that of Canada.

• Over the past 20 years the rate of growth of Australia’s trade intensity has
been among the most rapid in the OECD, similar to Canada and Finland. 
The growth in export performance has been increasingly broadly based in
terms both of products and markets.
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Exploring new innovation-based opportunities

• Australia is reported as having a high proportion of the population working 
in new firms (17 per cent), significantly higher than Canada (11 per cent) 
and Finland (9 per cent). 

• Australia has the third highest level of expenditure on ICT (10.5 per cent 
of GDP) in the OECD. The rise in ICT expenditure in the 1990s has been
comparable to other OECD countries.

• The share of ICT investment in total non-residential investment has risen
steadily since the 1980s (22.5 per cent). It is the third highest in the OECD.

• The rate of growth over the 1990s of Australian biotech patenting in the 
Unites States (about 18 per cent pa) was one of the fastest in the OECD
(average 8 per cent per annum).

• Australia has steadily increased its relative level of specialisation in most medical-
related fields: pharmaceuticals, biotechnology and medical instruments.

• Exports of knowledge-based services have grown strongly over the 1990s, 
and as imports have declined as a proportion of GDP, net exports have 
grown more rapidly than for most other OECD countries.

• Australia’s relative export specialisation in resource-based products (largely
minimally processed) has increased over the past 30 years. Wine and boat-
building emerged in the 1990s as new areas of comparative specialisation.

Box 4.3: Laggard perspective

Innovation-related investment

• Business investment in R&D (about 0.65 per cent of GDP) is one of the
lowest in the OECD, less than half the OECD average (about 1.4 per cent).
Business R&D (BERD) grew strongly through the early 1990s, declined 
from 1995 to 2000 and has increased from 2000 to 2002.

• Overall R&D investment levels rose from the mid-1980s to the mid-1990s 
to levels (about 1.6 per cent of GDP) significantly below the OECD average.

• Expenditure on innovation by manufacturing firms (estimated at about 
1.9 per cent of sales) was one of the lowest in the OECD.

• A relatively low proportion of Australian managers hold tertiary qualifications.

Innovation-related performance

• Australian patenting levels in the Unites States (about 40 per million
population) are comparatively very low, less than a third the level of Canada
and Finland. Australian patenting in the United States grew over the 
1980–2000 period at a rate similar to other OECD countries, but as a
consequence the ‘gap’ in patenting level widened. Australian patenting in the
Unites States is more widely dispersed, with fewer areas of high specialisation
than is the case for most other OECD countries.

• Medium-high technology and particularly high-technology industries account
for a relatively small share of Australian exports, about 32 per cent compared
to the OECD average of about 65 per cent. Despite a growth in trade
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intensity Australia’s deficit in medium and particularly high-tech products
has widened through the 1990s.

• Over the 1985–95 period, employment growth in Australia was largely 
in sectors of low innovation-related investment (R&D, training).

• Broadband penetration rates at 0.57 per 100 people are significantly below the
OECD average (1.96 per 100 people) and comparable countries such as
Canada (6.3 per cent).

Linkages

• From the early 1990s the role of FDI inflows (per cent GDP) increased
strongly in most OECD countries – but not in Australia, where Australia’s
share of FDI inflows declined markedly. The relative size of the stock of 
FDI in Australia (FDI stock/GDP) is one of the highest in the OECD.

• While Australia has a relatively high number of alliances, a relatively 
high proportion of these are domestic and a relatively low proportion 
are ‘technological’.

Exploring new innovation-based opportunities

• Investment in venture capital (about 0.06 per cent of GDP) is below the
OECD average (about 0.14 per cent of GDP). The proportion of venture
capital directed to early stage funding appears to be relatively very low.

• Australian firms tend to focus less on innovation in products and services 
than do firms in other countries, and have markedly less confidence than 
do firms in other countries in capturing value from innovation.

• Some evidence indicates that the level of entrepreneurial activity in Australia,
while increasing, is lower than in many other OECD countries.

• While ICT imports (~3 per cent of GDP) are the average level for the OECD,
ICT export levels are relatively very low (1 per cent of GDP) at less than 
a third of the OECD average.

• Because Australia has a relatively very small ICT manufacturing sector, the
share of ICT employment in business employment (about 4.6 per cent) is 
one of the lowest in the OECD.

• The rate of growth over the 1990s of Australian ICT patenting in the 
United States (about 10 per cent per annum) was below the OECD 
average (13 per cent pa).

• Australia has increased its relative level of patenting activity in the
‘traditional’ resource-based fields. 

• Overall, Australian patenting tends to be in areas where technology is 
moving less rapidly and Australian patents tend to have a relatively high 
level of linkage to science but they tend to be based on older prior knowledge.3

• Australia has increased its relative export specialisation in resource-based
products. Canada and Finland also have a comparative export specialisation 
in resource-based products (largely wood), but these are significantly
processed prior to export and both of these countries have strongly increased
their relative specialisation in high value-added manufactured products.4
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3. Characterising the Australian Innovation System.
Before an initial assessment of the performance of Australia’s NIS it is useful to
draw out three systemic characteristics of the NIS.

Resource-enabled, Knowledge-based, Competition-driven Innovation
Mining and agricultural industries have a vital role in Australia’s balance of trade.
A substantial part of Australia’s research system is linked to these industries, as 
are a wide range of manufacturing and service sector suppliers. The performance of
much of Australia’s mining and agricultural industries is dependent on innovation
based on complex technologies and high-level capabilities. These industries are
resource-enabled but increasingly market and innovation-driven. In major areas of
mining and agriculture Australian productivity performance is world leading. In
both mining and agriculture the strong and sustained demands for innovation and
problem-solving have led to the emergence of specialist providers of equipment
and services – although much of the core capital goods are imported. Many of
these specialist suppliers are now exporting goods and services.

Dispersion, Fragmentation and Focusing Devices
Australia’s innovation systems are highly dispersed: geographically, sectorally,
technologically and organisationally. The scope for economies of scale in
innovation and production has been more limited than the aggregate picture
would suggest. The significance of barriers to focus, critical mass and effective
interaction is generally underestimated.

Systems Integration and Problem-solving in the Innovation System
A great deal of innovation in Australia involves essentially systems integration
– combining sub-systems and adapting systems to meet Australian needs.
These processes often require high-level capabilities to solve problems and
incorporate novel design elements, with implications for the role of the 
public-sector research system and approaches to its evaluation. R&D and
patent statistics tell us little about these types of innovation, which are 
central to productivity. As organisational change is often required for effective
technological innovation, managerial competencies will have a major bearing
on the effectiveness of technological innovation and the returns to investment.
Managerial competencies are also vital for user-producer links and supply chain
development that are increasingly associated with technological innovation.

Three dimensions provide a useful starting point for assessing overall NIS
performance:

• Performance in generating (and renovating) resources required by firms and
other problem-solving organisations. These resources include human resources,
knowledge, networks, infrastructure, trust and standards.

• Performance in solving problems – that is, in mobilising resources to meet
performance gaps. This operates at the level of the firm, the technological
‘system’, the sector and, in relation particularly to the policy domain, at the
national level.

• Performance in ensuring diversity and hence generating options for economic
progress – that is, building capacities beyond those needed for current problem-
solving, as in developing new competencies, technological trajectories,
industries, clusters and innovation systems. (Where national economic,

Australia’s innovation
systems are highly
dispersed: geographically,
sectorally, technologically
and organisationally. 
The scope for economies 
of scale in innovation and
production has been more
limited than the aggregate
picture would suggest. 
The significance of barriers
to focus, critical mass and
effective interaction is
generally underestimated.
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environmental, social performance is unsustainable and cannot meet the
objectives of the society, change in the innovation system is one mechanism 
for achieving change in the wider economic, social and environmental system.)

In relation to all three of these dimensions it is clear that Australian innovation
systems are evolving in response to the opening of domestic and international
markets and technological trajectories. According to Bean (2000) over the 10 years
from 1988 Australia moved from having some of the highest tariff levels in the
OECD to generally the lowest levels. Substantial components of agriculture are
shifting from commodity production by developing higher value-added activities
based on differentiation in products and marketing-related services. Significant 
new areas of strength have developed in, for example, wine, scientific and control
instrumentation, and some services sectors.

In relation to the first two of these dimensions the overall evidence suggests
that the innovation system is performing reasonably well, when assessed in
terms of recent performance. Australia has a strong public-sector research and
education system and is an effective user of new knowledge and technology
from domestic and international sources. (Over the past decade users have
captured the greater share of the benefits from ICT innovation). However,
there are some critical caveats to make. This includes: growth off a low base
(for example, in some areas of patenting and trade); the drivers of export
growth (including the role of the depreciation of the A$); and the sources 
of productivity growth (particularly the role of one-off factors such as micro-
economic reform). According to Sheehan and Messinis (2003), Australia has

experienced strong economic growth for a decade or more. However, many standard
indicators of innovation have been falling recently. Again these outcomes can be
interpreted in different ways. On the one hand, broad economic change can be more
important to growth than innovation, since market forces will find the best growth
opportunities. On the other hand, Australia’s recent growth spurt is unsustainable.
It is being driven by rapid growth in borrowings by households, by a surge in net
foreign debt and, until recently, by a falling dollar. These and other factors have
masked Australia’s declining position in the global knowledge economy.

A critical issue for such an assessment is whether there are obstacles to the
evolution and upgrading of innovation systems, whether resource allocations,
competencies and attitudes remain locked into patterns that are no longer
productive. A recent comparative international survey found, as many similar
surveys have found over the past 20 years, that, despite persuasive evidence to 
the contrary, Australian firms consider that their innovation-related performance 
is ‘world class.’5 There is some evidence that public-sector research organisations
remain focused on traditional fields of science, while the business sector is focusing
on engineering and software, limiting effective interaction. Bourke, drawing on
data for the 1981–97 period, has shown that industry participation in scientific
papers (and hence presumably also in research collaboration) is particularly low in
Australia, about 2 per cent compared with 8 per cent in the United Kingdom and 
9 per cent in the United States.6

In relation to the third of these dimensions, one general area that appears to 
be a continuing systemic weakness is that of the exploration of new industry
development through new firm formation, either as start-ups or spin-offs from
existing firms. The relatively low levels of venture capital, particularly of early stage
finance, appear to be a continuing problem.

Australia has experienced
strong economic growth

for a decade or more.
However, many standard
indicators of innovation

have been falling recently. 
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In relation to the third dimensions of assessment, it is vital to recognise that,
despite the recent performance, the Australian economy remains vulnerable. Our
analysis of trade, R&D and US patent data indicates that Australia has increased 
its relative specialisation in ‘low-tech activities’. There may well be a case for a
more systemic and sustained approach to upgrading the ‘accumulation of skills and
knowledge’ and more generally ensuring that Australia has an innovation system
able to contribute substantially to the development of the economy rather than
simply respond to short-term market signals. In this regard it is worth quoting
Dowrick (1994) at some length concerning recent discussion on the assumptions
underlying the current policy settings:

The new growth theories point out that the growth-enhancing effect of 
trade is an aggregate effect; we expect it to hold on average ... but not 
in every case. In particular, trade can reduce growth for countries that have
comparative advantage in industries with low-growth potential. Lower growth
does not, however, necessarily imply lower economic welfare. Specialisation
through trade may move the terms of trade in favour of the low-tech
country which is enabled to import cheaper high-tech goods ... Trade is not,
however, necessarily welfare enhancing in the absence of competitive markets. If
there are substantial market failures in the accumulation of knowledge and
skills and new goods, then trade is a double-edged sword. On the one hand,
trade acts as a conduit for new ideas, stimulating growth and enhancing
welfare. On 
the other hand, trade liberalisation and consequent specialisation in low-tech
activities may relegate a country that is historically disadvantaged in the
accumulation of skills and knowledge to fall further and further behind.

The pessimistic view of trade liberalisation for Australia is that it might lead us
to inefficient specialisation in natural resource-based activities with few
incentives for enhancing skills and knowledge. For example, the current
recovery in the world economy is already having the effect of improving short-
term prospects for the terms of trade and raising the real exchange rate. It is
possible that such movements may squeeze out the recent expansion in exports
of high value-added manufacturing and lower our prospects for long-run
growth and welfare by compounding failures to develop our skill and
knowledge base.These are, however, second-best welfare arguments. It is not
obvious that we should be using trade policy to rectify failures in the markets
for the development of skill and knowledge and new goods. Rather, if we
address these problems directly, both the new theory and the econometric
evidence suggest that trade liberalisation is likely to enhance both growth and
welfare [my emphasis].’

4. Australian Business R&D – Regional Diversity and Changing
Knowledge Base
In 2000–01, business R&D expenditure (BERD) was $4.8 billion. BERD is almost
equally distributed between manufacturing and service industries (each accounting
for about 45 per cent of BERD), while mining accounts for about 10 per cent. In
2000–01, about 55 per cent of all Australia’s business R&D expenditure was
undertaken within seven industry groups – three service industries, three
manufacturing industries and mining (Figure 4.3).

There may well be a case
for ensuring that Australia
has an innovation system
able to contribute
substantially to the
development of the
economy rather than simply
respond to short-term
market signals.
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Australia’s Business R&D at the National Level – Major Fields of Technological Skill
The rising significance of ICT in Australian R&D is evident when we look at the
fields of research (the ABS requires firms to indicate the distribution of their R&D
across both ‘core business activity’ and ‘field of research’). In terms of the broad
field of research, engineering and ICT account for over 80 per cent of BERD. But
within engineering the largest field of research is in communication technologies.
Overall, business R&D expenditure directly focusing on R&D in information,
computing and communication sciences, communications technologies, and
computer hardware together comprise 38 per cent of all BERD (Figure 4.4).
Furthermore, half of the top eight fields of research (representing 65 per cent of
Australia’s total BERD) are in ICT. Manufacturing and automotive engineering
then follow, showing the traditional areas of the R&D skills base. Medical and
health research skills are also significant, as is resources engineering – a field

strongly associated with the mining industry.

Australian R&D Expenditure at the Level of States and Territories
In comparison with leading economies, Australia’s gross expenditure on 
R&D, at 1.53 per cent of gross domestic product (GDP), is relatively modest.
Corresponding data at the state and territory level, however, varies
considerably. (However, not all of this variation in gross R&D expenditure as a
percentage of GSP (Gross State Product) is due to differences in levels of
business R&D expenditure – Commonwealth and Higher Education R&D
activity contributes to inter-state variation in R&D intensity.) Figure 4.5
depicts the trend in Australia’s BERD as a proportion of GDP with
corresponding trends (BERD as a proportion of GSP) for each state and
territory. It shows that Victoria has consistently had the highest BERD/GSP

ratio (BERD intensity) of the states and territories. BERD in Queensland increased
sharply in 1995–96, but then followed the national trend. After falling in 1996–97,
South Australia’s intensity has increased overall – South Australia is the only state
to have surpassed the peak level of BERD/GSP that most states and territories
reached in the period 1995–96 to 1997–98. While R&D intensity declined after
1995 in most states the decline was particularly marked in Western Australia.

In comparison with 
leading economies,

Australia’s gross
expenditure on R&D, 

at 1.53 per cent of gross
domestic product (GDP),

is relatively modest.

Figure 4.3: BERD (2000–01) – industry of core business activity

0 100 200 300 400 500 600 700 800 900

Mining, (including services to mining)
Food etc., manufacturing

TCF
Wood and paper products

Printing, publishing and recorded media
Petroleum, coal, chemicals  etc.

Non-metallic mineral products
Metal products

Motor vehicle etc.
Professional and scientific equipment

Electronic and electrical equipment etc.
Industrial machinery and equipment

Other manufacturing
Wholesale and retail trade

Finance and insurance
Property and business services

Scientific research
Other n.e.c.

A$million



57

Gr
ow

th

53

Innovating Australia

Table 4.1 summarises a range of data on R&D performance and on patenting in
Australia by organisations based the major states. It indicates the important sectors
in each state in terms of R&D investment, R&D increase over the 1990s, the major
fields of research, and relative patenting activity. On the basis of these patterns the
characteristic strengths of each state are identified. In the following analysis of
R&D patterns and trends at the state level we will discuss two States: New South
Wales and Queensland.7

New South Wales
New South Wales’ gross expenditure on R&D (GERD) as a proportion of GSP
ranks below the national GERD intensity average of 1.53 per cent. This level
results primarily from lower levels of R&D expenditure in Commonwealth agencies
and in universities. However, New South Wales has Australia’s second highest
intensity of business R&D expenditure (0.71 per cent of GSP), though it is
significantly below the corresponding level in Victoria (0.98 per cent).

Figure 4.6 shows the major R&D performing industries in New South Wales:
computer services; electronic equipment; finance and insurance; metal products;
photographic and scientific equipment; and food-processing. New South Wales’ R&D
skills base is dominated by computer software – where it has the strongest research
capability, both in scale and in R&D intensity (See Figure 4.7). Communications
technologies are also relatively strong – being at approximately the same scale as in
Victoria, but behind that state in R&D intensity in that field of research.

Figure 4.4: Australia – major R&D fields of technological skills (RF),
2000–01 (% of GDP)
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Figure 4.5: Change in national and state-level BERD (as % of GDP or
% of GSP)
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Table 4.1: Patterns of R&D activity and strength at state level

New South Victoria Queensland South Western 
Wales Australia Australia

(Source: Based on the analyses in Working Paper 3: Regional Aspects of Australia’s R&D)

Overall, New South Wales is growing above the Australian average in most patent
areas (Figure 4.8). Patent data points to relative strengths in electronic equipment,
instruments and processed food. These areas show strength in fine measurement and
control of devices.
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Figure 4.6: NSW – major R&D industries (ANZSIC), 1992–93 to 2000–01 (% of GSP)

Figure 4.7: NSW business – major R&D technological skills base (RF), 
2000–01 (% of GDP)

Figure 4.8: NSW – broad patent R&D fields, by relative emphasis and growth
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Queensland’s BERD/GSP peaked at 0.57 per cent in 1995–96 and stood at 0.47 per cent
in 2000. The mining industry has consistently been Queensland’s largest R&D
spender, but has recently been challenged by computer services (Figure 4.9).
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Figure 4.14 cont’d: Patterns of revealed technological advantages, 1980-2001, in
Finland, Canada and Australia

(Source: Ausis 2003)
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Assessing BERD Performance in Australian States
Taken overall, this analysis illustrates several points:

• Service sectors account for almost 50 per cent of Australian BERD, and through
the 1990s their share of BERD grew more rapidly than manufacturing, mining
or agriculture. R&D in some manufacturing sectors (for example, metal products
in New South Wales and Western Australia) declined sharply in the late 1990s.

• The role of ICT as a sector of industry (largely in services) and as a field of
research is highly significant and pervasive. The top two fields of research in
business are ICT and overall 65 per cent of BERD is allocated to ICT-related
research. In 2000–01 computer services was the sector with the greatest level 
of investment in R&D and communication services was the fifth-largest R&D
spending sector. The computer services industry showed the fastest (and by far
the most consistent) rate of growth in R&D expenditure over the 1990s in
New South Wales, Queensland and South Australia.

• The second, third, fourth and sixth most important fields of research in
industry in Australia in 2000–01 were all in engineering: communication
engineering, manufacturing engineering, automotive engineering and
resource engineering.

• R&D in software and engineering account for the majority of R&D
industry but a minor share of R&D in the public sector. The possibility 
of a mismatch in research allocation and in human resource development
needs to be assessed.

• Mining was the second most important sector in terms of BERD
expenditure in 2000–01, the most important sector in Queensland and the
Northern Territory, and dominated all R&D effort in Western Australia.

• Patterns of R&D activity and directions of change in that activity vary
significantly among the states.

5. Australian Innovation: Patterns of Specialisation and
Evolution.
Much of the comparative analysis of national innovation systems has focused on 
the research system (Nelson 1993). This focus characterises a nation’s technological
specialisation by assessing the level and direction of innovative effort. Since such
approaches focus on only some dimensions of the innovation system they provide a
‘narrow view’ on the overall innovation system (Lundvall 1992).

The following analysis of the recent (20-year) evolution of Australia’s technological
specialisation uses indicators based on R&D, patenting and scientific publications
(these indicators have significant limitations and need to be interpreted with caution
– see Ausis 2003). We compare Australia’s performance with that of several OECD
countries and in particular with Canada and Finland, as these two countries share a
similarly long history of specialisation in natural resource-based sectors.

Much of the comparative
analysis of national
innovation systems has
focused on the research
system … Since such
approaches focus on only
some dimensions of the
innovation system they
provide a ‘narrow view’ 
on the overall innovation
system.
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The Evolution of the Pattern of the Innovative Effort as Indicated by R&D Expenditure
Australia’s R&D expenditure pattern is characterised as low in GERD and BERD,
but high in the government share of total R&D expenditure (Gregory 1993;
Australian Science & Technology at a Glance, 2002). Figure 4.12 shows total R&D
intensity levels (GERD/GDP) over 1981–2001 for Australia, Canada, Finland and
the overall OECD average. Total R&D intensity levels in Australia remained below
the OECD average. In the early 1980s, Canada, Finland and Australia had roughly
comparable R&D intensities. While levels in Canada and Australia have remained
similar, by the late 1990s Finland’s R&D intensity was more than double that of
Australia.

Patterns of Sectoral Distribution of Business Funding for R&D
In all three countries over period 1974 to 1997 R&D has grown particularly
strongly in some sectors (for example, electronics in Finland, communications
services and pharmaceuticals in Canada, and commercial and engineering services 
in Australia). But only in Australia has it grown in all sectors (see Figure 4.13). 
In both Canada and Finland some significant sectors showed very slow growth or 
a decline in real R&D expenditure. In terms of BERD, Australia has not developed
the level of specialisation of either Canada or Finland. These trends raise questions
for further analysis; for example: Why is Australian BERD in motor vehicles almost
double that of Canada, which has a much larger industry and exports many (period
1995–2000) more motor vehicles than Australia? Why does Australia show a high
growth rate in BERD in metals and metal products when Canada, a major
Australian competitor in these sectors, has much lower rates? Why has the food and
beverages industry become much more R&D intensive in Australia than in Canada?

However, the commercial and engineering service sector has emerged as a strong
R&D performer. R&D expenditure by this sector already reached more than 
US $1.2 billion in the period 1982–89 and increased to US$4 billion in the period
1990–97. A large part of this expenditure is in software development in such 
sectors as finance and insurance, wholesale, retail and property and business services.

Figure 4.12: R&D intensity 1981 – 2001: Australia, Canada, Finland
and the OECD

(Source: Ausis 2003)
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Figure 4.13 Australian BERD: expenditure by sector and period (million 1995 $ ppp)

(Source: Ausis 2003)

Technological Specialisation: Patenting
Small countries tend to be more specialised than large countries, and open trade
regimes tend to lead to increased specialisation. National patterns of specialisation
tend to persist over long periods of time.

Australia has been characterised in three different ways in previous studies:

• a follower country with high specialisation 

• specialised in low-growth sectors 

• specialised in natural resources-based sectors.
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Table 4.2: Taxonomy of OECD countries

Group Group Countries

Group 1 Large advanced countries US, France, UK, Japan,
with low specialisation Germany

Group 2 Smaller advanced countries Netherlands, Switzerland,
with average specialisation Sweden.

Group 3 Follower countries with Italy, Canada, Denmark,
high specialisation Belgium, Norway, 

Australia, Finland

Group 4 Small, laggard countries with Spain, Ireland, Portugal, 
very high specialisation Greece

(Source: Pianta and Melliciani 1996)



Pianta and Melliciani (1996) grouped OECD countries into four groups (Table 4.2) 
based on patent, R&D, investment and trade data. They comment that Group 3,
‘follower’ countries, caught up to Group 1 and 2 countries in terms of GDP per
capita by concentrating their efforts in investment activity (rather than R&D) 
and a few selected fields of technology.

Archibugi and Pianta (1992) relate the technological specialisation at the country
level to patterns of change in global patenting activity. A high correlation between
national technological specialisation and global patenting trends indicates that a
country is positively specialised in those patent classes in which global patenting 
is growing most quickly and negatively specialised in those patent classes where
global patenting has been stagnant or declining. Japan showed the strongest
positive correlation. Australia’s technological specialisation, like that of Canada,
Sweden, Germany, Spain and Portugal, was relatively concentrated in areas of low
global patent growth.

We have reviewed these analyses using the most recent data on patenting in the
United States, to calculate revealed technological advantage (RTA)8 for Australia
and other OECD countries. Figure 4.14 shows the RTAs for Australia and the two
comparator countries, Canada and Finland.

A relatively high proportion of Australian and Canadian patenting is in fields
related to natural resources: agriculture, oil and gas, mining, primary metals, 
and wood and paper products, although both countries have recently developed 
a level of specialisation in pharmaceuticals and biotechnology. Australia showed 
a significant specialisation in medical electronics, but this declined over the 1990s.
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Figure 4.14: Patterns of revealed technological advantages, 1980–2001, in Finland,
Canada and Australia

Source: Ausis 2003
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Figure 4.14 cont’d: Patterns of revealed technological advantages, 1980-2001, in
Finland, Canada and Australia

(Source: Ausis 2003)
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Australia and Canada changed far less than Finland; indeed, the former two
countries have deepened their specialisation in natural resource-based sectors.

Patenting Characteristics: Maturity of Technologies and Links to Science
Australian patenting in the United States is relatively concentrated in fields of low
patent growth. In the following section we look at the nature of patenting activity
in terms of the technology cycle time (TCT) and level of science linkage (SL). The
TCT indicator is the median age of the references (that is, ‘prior art’ citations to
publications and patents) cited on the patent. The lower the TCT value the more
recent the antecedent knowledge and thus it is assumed the more rapid the
technological change. The science linkage (SL) is a measure of the number of these
citations that are to the scientific literature. This measure provides an indicator of
the link between a technological field and the scientific research base.

Figure 4.15 shows, for a range of OECD countries and Taiwan, aggregate TCT
levels for all technological fields covering the period 1980–2001 and aggregate SL
levels for all technological fields covering the period 1985–2001. Three groups of
countries can be identified:

Figure 4.16: Biotechnology patenting (science linkage and
technology cycle time of patenting activity 1980-2001)

(Source: Ausis 2003)
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• a fast-moving technology developer group with low SL levels: Japan, South
Korea and Taiwan

• a fast-moving science based group: United States, United Kingdom, Sweden,
Finland, Italy, France and Germany

• a slow-moving science-based group: Canada, Australia and Norway.

In the first group, patenting activity is concentrated in fields of rapid technological
change – such as semiconductors, telecommunications and computers. But even 
in areas of slow technological change, these countries focus on the most rapidly
changing sub-fields.

In the ‘slow-moving science-based group’, the high TCT suggests that these countries
are involved in activities where the rate of technological change is relatively slow.
However, on average Australian patenting in almost all fields exhibits a high TCT.
Hence, even in fields where the rate of technological change is high (for example,
electronics) the TCT of Australian patents is below the average. Australian patenting
in pharmaceuticals and biotechnology (Figure 4.16) are exceptions.

Hence, not only is Australian patenting conservative in that the pattern of
specialisation has changed little over 20 years – a period that saw major changes 
in many countries – but it is also conservative in that patenting tends to be based 
on older knowledge than is patenting in other countries. A part of the explanation 
for these observations may be that Australian invention focuses less on generic
technologies of wide application and more on application and location-specific niches.

Specialisation in Science
There has been little change in the pattern of specialisation of Australia science over
the last 20 years. Australia’s strengths at the end of the 1990s continue to be in
agricultural sciences, earth sciences, biological sciences, and medical and health
sciences; and to be relatively weaker in physical sciences, chemical sciences and
mathematical sciences; and in the more applied fields embraced by engineering and
information and computing sciences (Bourke and Butler 1999). Figure 4.17 shows

Figure 4.17: Changes in revealed comparative advantage in Australia’s
scientific publications output in four periods

Source: Ausis 2003
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the pattern of Australia’s revealed comparative advantage (RCA) in fields of science9

over four time periods. These confirm Australia’s consistent specialisation and 
the overall conservative nature of the pattern of scientific output.10

The Perspective from the Narrow View
This analysis from the ‘narrow view’ points to the enduring significance of
Australia’s resource-based history for innovative activity. It shows that:

• Australia is specialised technologically towards agriculture, mining, 
primary metals, but has recently increased its activities in biotechnology 
and pharmaceuticals. (Note that technological specialisation – RTA – is 
distinct from industrial specialisation.)

• These patterns of specialisation in technological invention are likely to 
both reflect and reinforce the Australia’s industrial specialisation.

• There is little evidence of major changes in Australia’s technological
specialisation, unlike some OECD countries.

• Australian inventions are focused on areas where technological change is
relatively slow. Furthermore, within most technological fields, regardless of 
how fast they are changing, Australia is a slow mover. Again
pharmaceuticals and biotechnology are exceptions.

• The strengths of the Australian science system have not changed in the
past
two decades and reinforce the importance of Australia’s unique natural 
resources and its path dependence. The fields of strengths are geoscience,
agricultural science and animal and plant biology, while fields of relative
weakness are engineering and computing.

• Recently, there have been some signs of significant change. An emerging
specialisation has appeared in the fields of biotechnology and
pharmaceuticals. The engineering and commercial services sector has
emerged as a major R&D performer. Australian patenting has become more
rapid (that is, has shorter TCTs) in several technological fields – both fields
of slow and rapid technological change.

6. Conclusion – Interpreting National Characteristics
Four broad features of the Australian NIS emerge from these and related studies:11

The Role of Resource-enabled, Knowledge-based, Competition-driven Innovation
The performance of much of Australia’s mining and agricultural industries is
dependent on innovation based on complex technologies and high-level capabilities.
These industries are resource-enabled but increasingly knowledge based. In major
areas of mining and agriculture Australian productivity performance is world
leading. In both mining and agriculture the strong and sustained demands for
innovation and problem-solving have led to the emergence of specialist providers 
of equipment and services – although much of the core capital goods are imported.
Increasingly, these specialist suppliers are now exporting goods and services. In
some industries (for example, mining and wine) the ‘knowledge infrastructure’,
including research and training organisations and a range of intermediary
organisations and mechanisms, is well developed and plays a key role in the
continuous upgrading of technologies and firm-level capabilities.

While Australia has
diversified export markets
and products, it’s relative

level of specialisation 
in natural resource-based

commodities has increased.
Overall, the picture 

that emerges is one of a
conservative ‘innovation

system’ that is only 
slowly (perhaps too slowly)
generating sustainable new

paths of technological
accumulation.
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Conservative Patterns of Evolution
Nations develop particular economic and industrial structures and specialise in
particular types of technologies; these patterns tend to prevail for long periods of
time and such path-dependence affects processes of technological change.

Australia has a high and sustained level of specialisation in mining and agriculture
and a concentration of patenting in areas of relatively slow technological change.
Among OECD countries Australia has had one of the lowest levels of change in
technological specialisation over the last 20 years. While patenting in biotechnology
and pharmaceuticals has grown rapidly 
over the past decade there is little evidence of significant emerging areas of
technological specialisation. Specialisation data also shows that Australia has 
not registered the emergence of any new major sector or field of considerable
strength such as telecom in Finland and Sweden; oil in Norway; semiconductors in
Korea and Taiwan, and motor vehicles in Germany. While Australia has
diversified export markets and products, it’s relative level of specialisation in
natural resource-based commodities has increased. Overall, the picture that
emerges is one of a conservative ‘innovation system’ that is only slowly (perhaps
too slowly) generating sustainable new paths of technological accumulation.

The phenomena of increasing returns can have a major role in the competitive
dynamics of firms, sectors and regions. Through positive feedback mechanisms
(such as economies of scale, experience or learning curves) firms, sectors or
regions that have a slight lead over competitors can move even further ahead.
By benefiting prime movers rather than late-comers, increasing returns
reinforces path-dependency. For a nation, increasing returns influences both
the types of activities or sectors in which the nation is ‘competitive’ and the
rate of economic growth. 
The phenomena of increasing returns are likely to be one of the reasons why
the level of value-adding to Australian primary exports has developed slowly.

While changes in national sectoral specialisations are slow, they may still come
about, especially if the ‘rules of the game’ are altered. Such rule changes can
result from technological disruption that makes the knowledge base of a sector
obsolete, or from transformation of the business logic. For example, a
transformation occurred in the wine industry when the mass market was reached by
cheap, high-quality standard wines. This transformation required and led to a shift
in knowledge base, further consolidating the competitive position of the new leaders,
but also requiring complementary shifts in the education and training organisations.

Technology Integration and Adaptation
Australian firms are largely users and adaptors of core technologies and as such
could be termed ‘systems integrators’. This is a particular capability to add value 
by integrating or ‘assembling’ systems, resources and technologies rather than
involvement in their development. The core competences of ‘systems integrators’
are related more to activities such as project management, the integration of
heterogeneous sub-systems, risk and financial assessment, logistics, and particularly
problem-solving and adaptation to particular applications. The significance of
adaptation, and the knowledge of the constituent technologies and of the users
application environment that will be required, varies widely. Innovation activity
that begins as systems integration can over time involve growing novelty and a
progressive shift in the make/buy pattern as firm-specific knowledge and the
market demand for specialised systems grows.

Australian firms are largely
users and adaptors of core
technologies and as such
could be termed ‘systems
integrators’. This is a
particular capability to 
add value by integrating 
or ‘assembling’ systems,
resources and technologies
rather than involvement 
in their development.
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There is no evidence of systemic weaknesses in the capacities of Australian
industrial or research organisations to acquire, apply and modify embodied or
disembodied knowledge from local and international sources. The available
evidence suggests that many Australian firms actively search the global stock of
knowledge/technology, and that Australians are among the world’s most intensive
and rapid users of new ICT technology. On the basis of econometric analysis,
Dowrick and Day (2003) estimate that international technology transfer accounts
for approximately half of the productivity growth in the market sector of the
Australian economy over the 1990s.

While not diminishing the importance of breakthrough innovation or of local
discovery, the majority of innovation is incremental, involving improvement in
products, processes, methods and so on, and is based on knowledge sourced from
outside Australia. Hence, broadly distributed capabilities are vital and investment

in human resources is the essential foundation for innovation.

Diversification and Evolution: Emerging New Firms and Niches
While the overall story is one of strong ‘path dependency’ there are
nevertheless signs of change. The increasing ‘speed’ of Australian patenting and
the recent strong growth in pharmaceuticals and biotechnology patenting are
one dimension of this change. In sectors such as these, access to marketing
channels, and other complementary assets, will require various forms of
collaboration with international firms. The management of these international
relationships, and the strength of the positioning of Australian firms in global
supply chains and collaborations, will shape the level of benefit from innovation
captured by Australian firms. The history of ICT development in Australia and
many other countries suggests that new technology-based industrial
development is most likely to be sustainable where there is a strong nexus
between technology development and local patterns of demand.

There is a rich constellation of emerging new firms, often in specialised niches,
although few appear to be major new trajectories. Such firms are in a diverse
range of sectors and include firms bringing new technology solutions to
growing markets in health, environmental management, renewable energy
technologies and ICT applications in services and resource sectors. Such firms
emerge both from the technology supply side (for example, research
organisations, technology suppliers), from the demand side (the
commercialisation of a solution developed within or for a user organisation) or
from entrepreneurs identifying market opportunities. Services sectors
accounted for 77 per cent of Australian GDP and over 82 per cent of
employment in 2001–02 and some services sectors (for example, engineering
and commercial service) have a sharply growing role in R&D.

However, developing new innovation-based enterprises in Australia remains a
challenge:

• the domestic market is a small base from which to finance R&D and other
innovation inputs

• there is a small pool of experienced entrepreneurial managers

• under these circumstances capital providers are conservative

There is a rich
constellation of emerging

new firms, often in
specialised niches,

although few appear to be
major new trajectories.

Such firms are in a diverse
range of sectors and

include firms bringing 
new technology solutions

to growing markets in
health, environmental

management, renewable
energy technologies and

ICT applications in services
and resource sectors.
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• there are few large innovation-based domestic companies that nurture 
and spin-off new ventures

• accessing export markets is a major challenge for a small company.

The public-sector research and training system in particular and the public sector in
general has a large role in the Australian ‘innovation system’. A relatively high
proportion of Australian GDP is allocated to research carried out in the public
sector, and such research accounts for a high share of Australia’s GERD. Public-
sector research continues to play a major role in the agricultural and health sectors
and at least in the more generic and indivisible areas of the mining industry (for
example, geology, exploration and environmental management). A relatively high
proportion of Australian firms are small enterprises and with very few major high-
R&D intensity firms there are few poles of major capability accumulation shaped by
corporate decisions about the costs and benefits of innovation.

As Australian managers are relatively inexperienced in managing innovation-based
business development and hence are risk averse in this domain, the policies and
programs of government (and of institutional investors) will have a major bearing
on corporate behaviour in this regard.

Public expenditure, and to varying degrees public agencies and enterprises, continue
to have a central role in the provision of much physical infrastructure and in services
such as health and education, and play a powerful regulatory role in the provision of
other infrastructure and services, recently in the public domain.

As a consequence, public-sector research and training organisations will be
important actors in many Australian innovation systems, and, at a higher level,
government (state and federal) policy and regulatory regimes are likely to be
important influences on the evolution of Australia’s innovation systems.
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Endnotes

1 This chapter is based in the Australian Innovation
Systems Study (Ausis) project, which is supported
by the Australian Research Council through the
ARC Limkage Program. The partners on this
project are: the Innovation Management and
Policy Program, National Graduate School of
Management; ANU; Department of Industry,
Tourism and Resources; Department of
Agriculture, Fisheries and Forestry; the Australian
Business Foundation; the National Office of the
Information Economy; and the CSIRO. This chapter
draws on the work of the Ausis project team; in
particular, Dr Antonio Balaguer, Dr Kevin Bryant
and Dr Magnus Holmen. 

2 All data sources are identified in Australian
Innovation Systems Study (Ausis). Working Papaer
No. 5 Innovation Systems in Australia, 2003, IMPP
and ANU.

3 Ausis 2002 Working Paper 2: Innovation In
Australia: Characterisation of Four Themes in
Australian Innovation Systems. IMPP. ANU.

4 Ausis 2003 Working Paper 4: Assessing Australia:
Characteristics, Innovation, Structure and
Specialisation. IMPP. ANU.

5 Brown, D. The Innovative Firm. Arthur D. Little, 2002.

6 The Allen Consulting Group, 2000, Systemic
Mismatches in the National Innovation System;
and Bourke, P. 2000, ‘Relative Strengths in
Australian Basic Science. A Summary Bibliometric
Map’. Research Evaluation and Policy Project,
Research School of Social Sciences, Australian
National University. National Innovation Summit
Learned Group Reference Papers. National

Innovation Summit. <http://www1.industry.gov.au/
archive/summit/Framework/index.html>.  Bourke
claims that in the United States industry
participated in one in four ‘engineering and
technology’ compared to one in 20 in Australia.

7 For a more detailed discussion of state and
territory patterns see Working Paper 3: Regional
Aspects of Australia’s R&D activities.

8 This terminology, although commonly used in the
literature, can be misleading. It does not mean
that a country necessarily has an ‘advantage’ 
in a technology. In fact, RTA is a measure of a
country’s current technology specialisation, or the
emphasis it places on a particular technology,
relative to other countries. The definition of RTA for
nations is the ratio of relative share of patents in
technological field M in country N over the relative
share of patents in technology M for the world. An
RTA above 1 for a given technology implies that
the country is specialised in this technology. 

9 This is defined in an analogous way to RTA. As 
for RTA, the terminology may be misleading. 
A high RCA does not necessarily mean that a
country has an ‘advantage’ in a particular science.
RCA is a measure of a country's current scientific
specialisation, or the emphasis it places on
particular science, relative to other countries. 

10 This characteristic was discussed in BIE (1996)
Australian Science Performance from Published
Papers.

11 This discussion draws on a number of exploratory
studies carried out in the Ausis project.
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1. Introduction
Our intention in this chapter is to describe in some detail one important segment
of the Australian biotechnology industry, the group of 24 firms that went public 
on the ASX in the period 1998 to 2002. These firms all survived the fragile period
between university laboratory and Initial Public Offering (IPO), and they managed
to convince investors to entrust their capital to the development of new
biotechnologies.

The period 1998–2002 was the most active period ever for biotech listings on the
ASX. Twenty-two of the 24 newly listed firms were based almost exclusively in
Australia, one was created in Australia but already headquartered in the
United States, and one was a large New Zealand biotechnology research
organisation. We studied the companies and their technologies at IPO, the
degree to which they have achieved their financial and technological
objectives, and how the firms changed their business models and positioned
themselves to weather the current funding drought.

The 24 companies, which we label ‘core biotechs’, are Analytica, Antisense
Therapeutics, Anadis, AXON Instruments (based in the United States),
Bresagen, Biotron, Bionomics, Bioprospect, Compumedics, Chemeq, Cellestis,
Epitan, Genesis Biomedical, Genesis R&D (based in New Zealand), GroPep,
Metabolic Pharmaceuticals, Norwood Abbey, NSL Health, Network Ltd
(formerly Pi2), Panbio, Prana Biotechnology, Peplin, Sirtex Medical, and VRI
Biomedical. Each of these companies first listed on the ASX between 1998 
and 2002. All faced relatively long development time frames and considerable
uncertainty, and all required substantial capital in order to achieve their goals.
All formed their business around at least one patentable, biologically based
innovation. Unusually for a group of high-tech IPO companies of this age, all
are still in business, although NSL Health and Network Ltd have exited the
biotechnology sector.

The analysis took two routes. First, we examined the document trail for each
firm, from IPO prospectus to recent news reports and financial statements for the
2002–2003 financial year. Since biotechnology firms compete for funds with non-
biotech companies on the ASX and with international firms, we compared the
results for our sample with those from a random sample of 45 of the 422 ASX non-
biotech IPOs during the same 1998–2002 period. The non-biotech sample was in
the same annual proportion as the biotech IPOs, reducing concerns over the effects
of time from IPO to the present. We also compared the biotech IPOs with US
biotech IPOs over the same period. However, numbers only tell part of the story, 
so in the second phase of the study we conducted in-depth interviews with the
managers leading the Australian biotech IPO companies.

The results shed some light on the challenges and successes in the sector and may
provide guidance for biotechnology managers and directors. They may also help
reshape perceptions and policies related to the industry to assist it to achieve its
maximum potential.

The period 1998–2002 
was the most active period
ever for biotech listings 
on the ASX. Twenty-two 
of the 24 newly listed 
firms were based almost
exclusively in Australia, 
one was created in Australia
but already headquartered
in the United States, and
one was a large New
Zealand biotechnology
research organisation. 
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2. The Technologies and Target Markets
All 24 firms in the study concentrate on human health, although one also works 
in the plant and animal industry. Fifteen were classified by primary activity as 
drug discovery/genomics, five diagnostics, three medical systems/devices and one
primarily chemical. The firms operate in the middle area of the drug discovery or
technology development process illustrated in Figure 5.1. In all but two cases the
technologies originated in an academic institution, medical research institute, or
CSIRO, represented by the circle on the left. The business models of the firms
tended to involve adding value by further development of the technologies (the
middle area), before passing them on to large pharmaceutical or technology firms
(on the right), which take the technologies to the market. However, some
companies stated that they would take selected non-pharmaceutical products 
to certain markets themselves.

The concentration in human health may appear at odds with Australia’s agricultural
heritage and its substantial investment in animal and plant research through
CSIRO, the Rural Development Corporations and other institutions. This focus was
also apparent in other research projects that we conducted with samples of earlier-
stage (pre-IPO) Australian biotechnology companies. A number of explanations for
this imbalance has been proposed. One view is that, despite the history and the
investment, Australian agricultural science is not strong enough to attract much
investment. Another view is that intellectual property in agricultural biotechnology
is very difficult to protect, as evidenced by Monsanto’s experience with seed for
genetically modified crops, and therefore agricultural-based firms are not of interest
to investors. A third view is that returns from agricultural biotechnology have not
been sufficiently high to attract investors, even if those returns are offered at lower
risk. These and other explanations await testing in future research. It is worth
pointing out that the more focused policies of the New Zealand government have
led to the creation of a relatively large number of start-up firms in that country,
including Grasslanz, EnCoate, BioPharming, and Bolus Technologies, in the
agricultural biotechnology sector. These firms aim to capitalise on New Zealand’s
successful history in the dairy industry and other areas of agriculture.

Figure 5.1: Biotechnology development process
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3. Pre-IPO Financing
Financial support for the firms prior to IPO came from several directions.
Universities, granting agencies and scientists made major contributions of time 
and money to the invention and early development of the technologies. After the
technologies were transferred into the start-ups, the firms relied on a combination
of government funding, venture capital, and research and development syndicates,
as well as on continued university support in some instances. Although pre-IPO
investments are not always clearly identified in a prospectus, we calculate that a
total of just over $88 million was invested in the 24 firms before IPO. Five firms
had secured venture capital investments averaging $6 million each, seven received
investments of about $3 million each from founders and angels, R&D syndicates
contributed $8.8 and $18 million respectively to two firms, and three other firms
had investments of approximately $600 000 from industry partners. It is worthy 
of note that a single company made small investments in three of the firms,
which used that money to develop both a technology and a business plan that
could be taken to IPO. Various governments contributed another $8 million
overall, in the form of grants.

4. Management and Boards
One of the concerns with technology-based firms is that the technology and
the scientists behind it will exercise too much influence over the direction 
of the business. This may be true at the time of company formation, but by 
IPO the boards of the young biotechs emphasised a business background, as
illustrated in Table 5.1. The mixture of science and business backgrounds in 
the management and boards of the biotechnology IPO firms has changed
somewhat since IPO, again as illustrated in Table 5.1. While boards have been
relatively stable, there has been a trend towards somewhat smaller boards and 
a larger proportion of non-executive directors. The nearly 50 per cent turnover
among CEOs may be surprising, given that the companies had been listed only
for an average of 3.5 years by the end of 2003.

Understandably, the boards of these relatively small companies still exhibit 
a very strong Australian composition. However, in our discussions with
managers it was obvious that the firms had been and were continuing to
strengthen the international content of their boards by adding directors 
with overseas biotechnology or pharmaceutical experience.

None of the firms reported any significant difficulty in finding qualified and
willing board members, and all were able to hire or contract all the scientific 
staff they could afford. There is, however, a reported shortage of experienced senior
managers. In America and Europe, large pharmaceutical and consumer product
firms are the breeding grounds for start-up biotech managers. There are no such
large firms native to Australia, and the overseas firms’ presence here is generally
limited to a sales or manufacturing organisation that takes its lead from overseas.
Thus there is relatively little opportunity for managers to gain experience at
developing a major new product or managing a brand. Bringing experienced
expatriate Australians home is difficult, given the difference in salaries and the
improved but still unfavourable exchange rate, although local firms continue to 
try and, in some cases, succeed. (On the other hand, overseas firms also stalk good
Australian managers, particularly those sent abroad to open an offshore office or

Financial support for the
firms prior to IPO came
from several directions.
Universities, granting
agencies and scientists …
After the technologies 
were transferred into the
start-ups, the firms relied
on a combination of
government funding,
venture capital, and
research and development
syndicates, as well as on
continued university
support in some instances.
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establish a sales force.) Without doubt the passage of time will lead to a larger pool
of experienced managers, but if the sector continues to expand at the pace of the
last few years then the situation might not improve.

5. IPO Decision
Asked the reasons for doing an initial public offering when they did, all managers
cited market conditions as the main motivation. Favourable market conditions and
public interest in new technology created a readiness by ASX investors to embrace
biotechnology IPOs. In almost every case, however, the decision was also motivated
by the difficulty or even perceived impossibility of raising funds from venture
capital firms or other private sources. Faced with a public market willing to fund
new companies and venture capitalists unwilling to do so, managers took the best
route available to raise the funds they needed. Many of these companies felt that
going to the public markets was their only viable option for moving ahead. As one
CEO put it, ‘Our venture capital was the stock market’. In more than one instance
the IPO decision was also pushed by shareholders looking for an exit strategy –
venture capital firms, universities and sometimes inventors who saw the IPO as 
a chance to capture value and gain liquidity.

6. Characteristics of the IPOs
The wave of biotechnology IPOs exhibited a small lag compared to the overall
pattern of IPOs on the ASX, as shown in Figure 5.2.

Table 5.1: Management at IPO and in 2003

Management category Status at IPO Status at Status at 
30/06/2002 31/12/2003

CEO
– Science background 10 6 7

– Business background 7 8 11

– Combined science/business 3 8 5

– Looking for a CEO 4 2 1

– Number of CEOs replaced since IPO – 6 11

Chair
– Non-executive 15 13 15

– Executive 9 10 7

– Looking for a Chair – 1 2

– Number of Chairs replaced since IPO – 7 9

Directors (including chairs)
– Total number 122 115 112

– Non-executive 75 74 84

– MDs and PhDs 50 47 50

– Women 2 4 6

Average percentage of directors – 67% 63%
at IPO still on the Board
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Both the amount raised and market capitalisation after IPO were related to the date
of the IPO and reflect the general characteristics of the market at the time, as
shown in Figure 5.3. The obvious outlier is 2002 when just one firm listed, but at a
significant valuation.

One of the common perceptions in the industry is that biotechnology firms went to
IPO too soon in their development, driven by an inability to secure venture capital
funding. While the scarcity of venture funding did encourage the IPOs, we found
that the average age2 of firms at IPO for Australian biotech companies was 6.5 years
compared to 4.7 for the non-biotech sample firms and 5.93 for US biotechs.

Interestingly, we found that age was not a good predictor of firm performance
either at IPO or after. Age at IPO was not significantly related to the market value
of the firm at IPO, the amount raised, most recent six months’ earnings, or share
price performance from IPO to present. Even revenue at IPO was not significantly
correlated to the amount raised.

Although they may have been older, Australian biotechs were significantly under-
resourced compared to their American counterparts (see Table 5.2). They received
neither large infusions of cash, nor large valuations at IPO. Although they compare
favourably with other ASX IPOs, their value and funding are less than 10 per cent 
of those of the US firms. The obvious implication is that Australian firms have to
manage differently and possibly compete in different ways to their US counterparts.

Figure 5.2: Proportion of the 1998–2002 IPOs by year
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Figure 5.3: Amount raised and market capitalisation by year
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Table 5.2: Comparison of ASX biotechnology IPOs with samples of others

Characteristics ASX biotech IPOs ASX non-biotech IPOs US biotech IPOs
at IPO (A$ 000 000) (A$ 000 000) (US$ 000 000)

Amount raised 10.5 28.3 (13.4)* 85.0

Market capitalisation 39.2 69.1 (33.4) 375.1

per cent of the firm sold 31.7% 41.8% 22.7%

(Note: Values with two very large non-biotech IPOs removed)

7. Disclosures at IPO: What Did Firms Tell Investors
Biotechnology investment involves inherent risks, which are somewhat mitigated
by strong intellectual property protection, value propositions and management
teams. We assessed the position of the firms at IPO and what they told potential
investors about their position and future. There was considerable variation in the
information reported to investors in terms of both technology assessment and future
spending.

Intellectual Property
Much of the value of biotechnology firms rests in the knowledge embedded in their
patents, products and people. One indicator of a firm’s ability to capture value from
that knowledge is the patent portfolio that it holds or licenses in. Seventeen of the
firms held or licensed existing patents while four firms had patents pending. For
three firms there was no indication of existing or pending patents.

Business Models
The business models identified in the IPO prospectuses for these firms reflect both
the small size of the firms and the significant resources needed to take a
biotechnology product through regulatory approval to an end product. All firms
with a major or minor emphasis on drug discovery and development had a strategy
of adding value to initial discovery research and then licensing the technology to a
large pharmaceutical partner. Only the six firms in diagnostic or device businesses
planned to take their products all the way through to the market. Two others
planned to in-license promising pharmaceuticals from other firms.

Prospectus Disclosures
In order to provide a return to shareholders, biotechnology firms must be able to:

• develop technology

• secure market acceptance and marketing capabilities for the technology 

• capture the value of the technology through intellectual property rights.

For potential investors, assessing a firm’s ability to achieve these is difficult.
Australian biotechnology firms addressed this uncertainty to differing degrees in
their prospectuses. Many of the firms employed outside specialists to assess their
technologies, the market and value of the firm or of lead products, and the
intellectual property position, as illustrated in Table 5.3. Sixteen provided an
overall market and technology valuation report, and fourteen provided a dollar
value for the firm or its lead product(s). Valuations reported ranged from 
A$25.2 million to A$90 million and averaged A$44.1 million. Except for one
outlier at 6.4, the ratio of estimated valuation to IPO market capitalisation ranged
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from 0.52 to 2.07. Usually, but not always, firms that provided technology
valuations also provided IPO reports. Seven firms provided technology reports by
experts in the field, designed to provide the reader with more knowledge about the
status of the technology. Three firms provided no outside assessments and two
others provided only IP reports.

8. IPO Projections, Funding and Future Needs
Forecasting future revenue for a new biotechnology product is particularly
challenging. The uncertainty around future revenues is apparent in the information
provided to prospective investors. Twelve companies either had sales at IPO or
projected reaching the market within two years, but only half of those gave actual
forecasts of revenue. All firms had a much better handle on R&D spending, and 
18 of 24 provided projected R&D spending for the first two years after IPO,
projecting spending just under A$6 million on average.

Biotechnology firms tend to be built on the promise of undeveloped science and
unproven technologies. This means that in most cases they must plan for several
years of losses before becoming profitable, generating revenues either through 
the sale or licensing of their technologies or through actual product sales. An
examination of funds raised relative to R&D spending for the first two years reveals
that 15 of the 18 firms with R&D projections raised more than enough to cover
R&D. Two firms raised about half of projected spend and one firm raised only 
18 per cent. When operating expenses are added, two more firms drop below 99
per cent of projected expenses.4 Thus six of the 18 firms reporting expenses would
require positive earnings or an additional round of funding within two years to
carry out the plans specified in their prospectuses. These firms are at higher risk
than those with better coverage. Average share price increase for these firms was
about 15 per cent lower than for the group of firms that reported more than two
years of coverage. Interestingly, the five firms that did not report future spending
included three of the top four firms in terms of share performance and this group
significantly outperformed the rest.

Table 5.3. Information provided in ASX biotech prospectuses

Information included In prospectus Number of firms reporting 
(out of 24)

Technical audits and valuations

Overall market and company valuation 16

(11 completed by the same consultant)

Technology assessment 7

Intellectual property report 17

Revenue and spending projections 

Revenue 6

R&D spending 18

Net income 1
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9. What Has Happened Since IPO
The companies have definitely progressed since their IPOs, but are far from being
economic powerhouses. On average they employed 33 people, had revenue of $5.6
million and a loss of $5.5 million in the 2002–2003 financial year.5 The firms spent
an average of almost $3.5 million per year on research and development – about 
70 per cent of their average revenue. Since much of the R&D spending goes to
organisations external to the firms, their employment impact is understated. By
comparison, the ASX sample firms on average employed 162 people, had $35
million in revenue, and made $3.7 million in profits. Only three of these firms
reported any R&D spending at all, and only one reported more than $250 000.

10. Business Models – Redefinition Based on Funding and
Technology Success

The business models of the biotechnology firms have undergone a significant
shift from IPO to present. At IPO, many firms had broad and somewhat 
vague value propositions. Companies typically cited developments in several
areas with numerous projects at varying stages of their life cycles. Firms had
also planned to raise additional funds in the future as they passed specific
milestones. As time progressed, managers realised that they could not
maintain all of the projects successfully, and by now there has been a marked
sharpening of focus and trimming of projects. Most firms now have two 
or three main projects and a few others simmering on the back burner.

The current funding drought has also been an incentive for many of these
firms to redefine their business models. With cash reserves depleting and 
no easy way to raise more, managers have shifted their focus, moving revenue
generation activities to the forefront. In some cases, this has meant providing
services and products to other biotechnology firms. The products ranged 
from reagents to recombinant proteins and the services from manufacturing 
to consulting. In other cases, firms have generated revenue through early
licensing or sale of their leading technologies. For many managers it was a
necessary, but not the preferred, development path. The cost and time frames

associated with human health markets, combined with the funding shortage, has
led to a shift towards markets that can be entered more easily and quickly such 
as functional foods, nutraceuticals, over-the-counter drugs and animal health.

The inherently risky nature of early stage biotechnology development means that
there will be technology failures. It was apparent that while managers recognised 
the risk, their planning did not always include adequate strategies for coping with
failure. ‘We planned [only] for success,’ stated one manager. Technology failures
caught many companies by surprise. The sample included several cases of such
failures. The impact on the firms varied, depending on their technology portfolio
and capital structure. Two companies were built on single technologies, and failures
were therefore catastrophic. Both companies exited biotechnology and entered
entirely new lines of business, employing the remaining capital in their firms to
make the change. In other cases, the impacts of failure were less severe but the
managers went through agonising periods redefining the company and its businesses.

Companies are also facing a completely different partnering and licensing
environment today than they were a few years ago, as illustrated in Figure 5.4.
Pharmaceutical companies are looking to acquire licenses to targets that have
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proven their worth in clinical trials, preferably Phase II. Since biotechnology
companies have to take their products further, they are also looking for more
advanced development targets, biotechnologies with proof of concept already proven.

11. Financial Performance since IPO
Between 1998 and 2002, Australian investors entrusted just over A$250 million 
to these biotech firms as they became public. Did they invest wisely? Although the
shares of these firms will continue to rise and fall, one thing is clear: as investments,
biotechnology IPOs do not deserve to be lumped in with dot-coms. The first
observation is all of the ASX biotechnology IPO firms are still in business and
independent, although one, Sirtex, was the subject of an acquisition attempt by 
an American firm and, as noted earlier, two firms have exited the biotechnology
industry. By comparison, 1 of the 48 non-biotech IPOs have already been acquired,
gone broke, or had trading of their shares suspended.

Following their initial public offerings, the shares of the 24 biotechs have risen or
fallen in almost exactly the same proportion as those of all IPOs on the ASX:

Figure 5.4: The altered environment for biotechnology
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Table 5.4: Changes in share price from IPO to 12 September 2003

%
Year Total IPOs Gainers Gainers Losers Even

2002–03 55 27 49.1% 26 2

2001–02 61 22 36.1% 38 1

2000–01 122 51 41.8% 69 2

1999–00 155 71 45.8% 84 0

1998–99 53 31 58.5% 20 2

TOTALS 1998–2003 446 202 45.3% 237 7

Biotech IPOs 1998 – 2002 24 11 45.8% 13 0

Random sample of non-biotech IPOs 45 16 35.6% 28 1

(Data sources: Australian Financial Review, ASX)
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The big difference in share performance shows up in the extent of the rise or fall.
An investor who bought $1000 worth of shares in each of the 24 biotech IPOs 
at listing would have owned, as of 12 September 2003, shares worth $61 061, 
an increase of more than 150 per cent. An investor in our matched set of 45 ASX 
non-biotech IPOs would now hold shares worth 7 per cent less than the amount
invested, and an investor who put an equal amount into the All Ordinaries at the
time of each biotech IPO would have gained just over 2 per cent. The 24 listed
companies resemble a typical venture capital portfolio, from which some companies
will go bust, most will be moderately successful, and a few will return 10 or 20
times the amount invested. This resemblance is not accidental; most of the 24
companies told us in interviews that they went public largely because they were
unable to raise the funds they needed from other sources, including venture capital.
Had they been seeking funds in a different phase of the market, these companies

might well have become part of venture capital portfolios and remained there
for some years until a trade sale or public listing took place.

12. Shareholder Returns and Cash Flow Projections
Earlier we noted that firms raising less than two years’ projected expenses
would be at higher risk than those raising more. Examining shareholder
returns reveals that the shareholders of those riskier firms have fared
marginally worse on average than those investing in firms raising more (see

Table 5.5). An interesting result was that the firms that offered no projections 
for revenue or expenses performed much better than average. Of five firms not
reporting, three were huge successes with share price increases of 1220 per cent,
428 per cent and 305 per cent. The non-projecting firms far outpaced the others.
Although the five firms did not offer financial projections, three of those did provide
independent valuations of their firms, created using a discounted cash flow method.

The company reports indicate that in the 2002–2003 financial year just one of 
the 22 companies – Sirtex – was profitable. However, six others reduced their 
losses from the previous year. The other 15 lost more than in the previous year,
suggesting that they are still in a relatively early phase of their development or 
are ramping up production. Four of the companies, although not yet profitable,
reported their first sales to customers in the year just ended. Of those that were
already making sales, only half showed increases in sales compared to the previous
year, again indicating the early stage of the companies’ development – and perhaps
some market risk around their initial products.

Firms that offered no
projections for revenue or
expenses performed much

better than average.

Table 5.5: Shareholder returns and IPO cash flow projections

Category Non-reporting Raised < 2 years Raised > 2 years
expenses expenses

Number of firms 5 6 12

Number with positive 
shareholder returns 3 2 2

Average return 367.6% –19.9% –5.6%
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On the other hand, six of the companies reported no sales to customers during 
the year. This does not mean that these companies had no cash coming in – some
received government research grants, and many earned interest on the money they
had already raised, in addition to the cash-generating activities described earlier. 
(In fact, the category ‘revenue from ordinary activities’ in some of the company
reports also included tax refunds, sale of plant and equipment, insurance
settlements, and other inflows that are unlikely to be repeated in future years.)
Interestingly, the market does not seem particularly concerned about the lack of
sales – the shares of the six companies that have yet to make a sale have risen, on
average, almost 500 per cent since IPO, and five of the six have successfully sold
shares in the secondary market in 2003.

For many young companies, of course, cash is more important that profits. 
After adjusting the companies’ expenses for non-cash items (depreciation and
amortisation, for example), it appears that two firms – again Sirtex, and also
Compumedics – are generating cash from operations. The others are burning cash
to a greater or lesser extent, and must rely on savings and secondary raisings to
supply the cash required to keep the business moving forward. Comparing these
companies’ cash burn rate to their cash supply as of the end of the year showed 
that the average company had, as of 1 July 2003, 20 months of cash left. Nine
companies had less than one year’s cash, six had between one and two years’ supply,
and five had more than two years’ worth. Only seven of the companies had more
cash at the end of this financial year than at the end of the previous financial year,
but eight had more than at the mid-point of the financial year, suggesting the
impact either of raising funds or of cutting expenses.

We tested the firms’ ability to cover future expenses from cash plus investments
using the following formula:

Number of years’ expense coverage = (Annualised revenue + cash + investments)

Annualised expenses

It is apparent from the results in Table 5.7 that the overall cash position of firms is
a concern. At the end of the 2002–2003 financial year, nine firms had less than one
year’s cash left and another six had less than two years of cash, meaning that almost
two-thirds of the firms had less than two years’ cash available.

Table 5.6: Revenue, expense, and earnings after tax for biotechnology
IPOs*

Average Revenue Average Expenses Average Loss 
after Tax

Full year ending 6 149 591 10 450 955 –4 203 283
30 June 2002

Half year ending 3 457 580 5 841 520 –1 713 088
31 Dec. 2002

Ratio half to full 0.56 0.56 0.41

Full year ending 5 443 227 11 926 795 –5 474 739
30 June 2003

Ratio 2003 to 2002 0.89 1.14 1.30

(Note: These figures exclude NSL Health and Network, which have exited the biotechnology sector.)



84

Innovating AustraliaGr
ow

th

53

Attempts to cut spending almost inevitably centre on scaling back research and
development, the major expenditure for most of the young biotechs. As noted
earlier, rather than reducing the depth of their research, these companies have
tended to reduce the breadth. Compared to the very broad R&D programs spelled
out in their prospectuses, the companies’ current efforts are substantially more
focused, partially because some of their pursuits reached dead ends, but primarily
because of the need to focus their limited resources on their best opportunities.

Raising funds in the secondary market has become more popular as the market 
has improved. In calendar year 2003, 13 of the 22 biotech companies raised funds
by selling additional shares, including sales sold when options were exercised. 
Ten companies made such offerings in the new financial year; importantly, these
companies include eight of the nine whose cash reserves at the end of the previous
financial year had dwindled to less than 12 months’ supply.

13. Benefits for Australians: Wealth Created for Investors
For the pre-IPO investors and to a lesser extent, some inventors and universities,
the IPOs created significant wealth. The IPOs raised $250 million but created 
a combined market capitalisation of $950 million. The $88 million of pre-IPO
investment plus the biotechnology intellectual property injected into these firms
was transformed into $700 million in new wealth. Since IPO, the combined market
capitalisation for the biotech firms has grown by $250 million, just slightly greater
than the total of $165 million raised in subsequent funding rounds plus $19 million
in government grants received or promised. By comparison, the IPOs of the firms
in the ASX non-biotech sample raised $ 1.3 billion and created a combined 
market capitalisation of $3.2 billion (with 56 per cent of funding and market
capitalisation from just two firms). Since IPO, their market capitalisation has
increased by just $226 million, almost $150 million less than the $374 million
they received in follow-on investments. Their slight devaluation does not compare
to that experienced by investors in US biotechs, who saw their combined market
capitalisation cut from US$34 billion to US$18 billion.

Table 5.7: Expense coverage for biotech IPO firms

Number of years’ Number of firms as at
expense coverage 30 June 2003

Exited biotech 2

0–0.5 2

0.5–1 7

1–2 6

2–5 4

> 5 1

Cash flow positive 2

(Source: Company reports adjusted for non-cash items.)
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14. Returns to Australia
What about returns for Australia as a nation? The economic future of developed
countries depends to a great extent on knowledge-based industries. Australian
governments at every level are betting heavily on the future of biotechnology as a
means of increasing national and regional wealth. From this perspective the results
are mixed. Biotechnology is not a panacea for unemployment. The biotechnology
firms in our study currently employ about 33 people each, compared to 162 for
firms from the broader ASX IPO sample. However, many biotechnology jobs are
highly skilled in nature, and therefore well paid.

In addition, these firms support significant research expenditures. Leaving aside 
the two firms that have exited the biotech sector, the remaining 22 companies 
in the sample spent an average of $3.5 million on R&D in the 2002–2003 fiscal 
year. That level of spending represents an average 18 per cent of the market
capitalisation of the firms. From another perspective, of the 16 companies that
had sales revenue in the 2002–2003 financial year, five spent more than twice
their revenue on R&D, while another four spent between one and two times
their revenues, and six spent between 10 per cent and 100 per cent of
revenues. Clearly, most of these young biotechs are still early-stage companies,
whose cash-burning R&D engines will need frequent stoking. The dearth of
industry-based research has been consistently identified as one of the major
stumbling blocks of Australian innovation performance. The biotech firms are
making a significant contribution to Australia’s R&D capabilities and activity.
The flip side is evident in the non-biotech sample firms, where the total
research expenditure for all 45 companies in the latter half of 2002 totalled
just $4 million, with all but $250 000 coming from one firm.

15. View of the Australian Biotechnology Sector
The crash of biotechnology stocks, and the (incorrect) perception of their 
close association with information technology stocks, has meant that there is
currently little opportunity for Australian biotechnology firms to raise money
in the public markets. Finding additional funding is a concern for most of the
senior managers we spoke to. The consensus was that there would be some
reorganisation of the sector as firms run out of cash. However, the managers did 
feel that there were great opportunities in Australia in terms of the science. They
also were unanimous that no firm could make it by focusing on the Australian
market alone. To be truly successful, Australian biotechnology firms need to 
think globally, sourcing the best technologies and capabilities in the world,
targeting large foreign markets, and partnering with international firms.

At IPO the companies we studied were 6.5 years old on average. Many of the
companies in the group are now more than a decade old – and almost all are still
not profitable. Moreover, two-thirds of the firms lost more money, and ended up
with less cash, last year than the year before, suggesting that they might not yet
have turned the corner towards self-sufficiency. While not unusual in the biotech
sector, this situation creates challenges for the firms and their investors. Firms
continue to focus on revenue generation but, with the share market once again
interested in the biotech sector, they are well advised to raise more money while
they can. The structure of the sector appears to support consolidation through
acquisition by larger firms, suggesting that Australian biotechs that want to retain
their identity must quickly turn their attention to issues of cash flow, profitability
and eventually scale.

What about returns for
Australia as a nation? …
Australian governments 
at every level are betting
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Clearly, a biotechnology company whose R&D results fall behind expectations 
could find itself in a downward spiral – low revenue, little cash, and no way to
reduce spending except by cutting R&D, which might accelerate the spiral. If the
company’s share price has fallen significantly, then raising additional funds may
require selling a large number of shares, if indeed investors can be found at all. 
This scenario has raised questions about the possibility of consolidation across the
sector on the basis of mergers and acquisitions.

The basis on which consolidation would take place is not immediately obvious.
While some of the 22 companies are targeting the same diseases (obesity, psoriasis,
and various cancers, for example), their approaches to these diseases differ substantially.
It is not clear, therefore, that there are many scientific synergies to be attained.
From an operational perspective, none of the companies has developed a sales or
distribution network that could readily be shared; indeed, the companies often rely

on third parties to sell and distribute their products, especially in overseas
markets. Consolidation might take place on the basis of superior management
– firms with better managers could conceivably buy up firms that were less
well managed, and achieve improved results through the application of superior
managerial techniques. However, the senior managers we spoke to unanimously
felt that they already had plenty to do running their existing firms, without
taking on the additional responsibility of fixing up another organisation.

Another avenue of consolidation would be with firms outside the
biotechnology sector. Although such combinations are often viewed with
scepticism – the stereotypical image is of a mining company, already
transformed into a dot-com, now undergoing a second reincarnation as a
biotech – there could be sensible combinations of companies that have more
opportunities than cash with those in the opposite situation. Naturally, the
senior management and boards of the combining organisations would have to
be consolidated and refined in order to suit the needs of the resulting company.
The outcome could be positive for shareholders as well as for the future of the
biotech sector as a whole. Recent examples of such combinations, not
involving companies in the sample, are Imugene (formerly Vostech Limited),

Benitec (formerly Queensland Opals), and Australian Cancer Technology (formerly
Exodus Minerals).

Perhaps a more likely outcome is vertical consolidation – acquisition by a larger
‘upstream’ company, for example a large pharmaceutical, and perhaps one with
which the biotech has an established research or marketing relationship. Many
Australian biotechs have such alliances already, and the knowledge shared in the
course of working together could smooth the path to consolidation. The combined
market capitalisation of the 22 companies as at 12 September was less than $2 billion,
making the average market cap, even given the recent share market increase, less
than $90 million – a small amount for a large organisation to pay. Although much
concern has been expressed about the ‘loss’ of Australian companies to overseas
ownership, vertical consolidation may, in some cases, represent the best outcome 
for shareholders, employees and the commercialisation of Australian intellectual
property. Most of these companies are too small to fund their journey through the
entire regulatory approval process, much less the cost of establishing production 
and distribution systems needed to complete the commercialisation process.
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16. Role of Government
Managers were relatively uniform in their split views of government. All liked
receiving grants and felt that the grants had contributed to their success and image.
In many cases, grants had been instrumental in securing additional industry
funding. On the other hand, all managers stated that government policies and
programs should not drive strategy. Business opportunities had to stand on their
own merit. Grants might make implementation easier but should not change the
initial decision. They also wanted as little interference in their ongoing operations
as possible.

The firms also received significant government support before and after IPO. Many
of the firms were supported and protected within universities for up to several years
before moving to their own premises. Seven of the companies have received START
grants totalling $13.7 million, ranging from $245 000 to $4.9 million. Other
programs, for example Biotechnology Innovation Fund (BIF) grants, have been
used less frequently and with lower funding rates. The lower utilisation of the
BIF program reflects the stage of development of these firms. For many, the
proof of concept studies typically supported by BIF were completed prior to
the introduction of the program. The amounts needed to complete the
development were much larger. All firms took advantage of the R&D tax
credit system.

17. Recommendations
Our research findings and analysis lead us to a set of recommendations for 
the Australian Stock Exchange, universities and other research organisations,
biotechnology managers, and governments. In some cases these are
recommendations not to take a given action that has been proposed in the press
or elsewhere. Note that the recommendations are based on the subset 
of the biotechnology population that we studied. Further analysis would 
be required to extend the recommendations to the entire population. These
recommendations reflect out personal opinions and not those of the ASX,
AGSM or any other organisation.

17.1 ASX
Public listing was a critical step in the development of these companies. That step
had implications both for the companies and for their investors.

• We found no justification for creating a separate set of listing requirements 
for biotechnology companies. The earlier attempt to create a ‘second board’ for
start-up companies did not succeed, and the environment has not changed in 
a way that would encourage trying again.

• Do not exempt biotechnology companies from the continuous disclosure regime
required of all companies listed on the ASX. We found no evidence that such
disclosure puts Australian firms at a disadvantage compared to competitors
overseas, and continuous disclosure is an important part of maintaining investor
confidence.

• We believe that every prospectus for a biotechnology IPO should contain an
assessment of the underlying science by an independent expert. However, we
would not make this mandatory. The absence of an assessment of the science, IP,
or patent portfolio will send a signal to prospective investors. In a similar vein
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we would not recommend the licensing or other regulation of experts who 
assess the science, IP, or patent portfolio of companies doing an IPO. At the
present time, there is not a professional organisation in the biotechnology sector
whose membership requirements would guarantee the qualifications of its
members to carry out such assessments, and creating and enforcing new licensing
requirements would be a complicated task. In many cases, prospective investors
will be able to use the reputations of the firms to which these experts belong
as proxies for the quality of the experts themselves.

• Consider changing the regulations for post-IPO funding to encourage private
investments in public equity. Such changes would extend to all ASX listed
firms, not just biotechs, and might include the ability to offer downside
protection, reset and anti-dilution provisions, board seats, convertible securities,
and so on.

17.2 Universities and other Research Institutions
Several issues related to relationships between research institutions and private
companies were raised during the interviews. Beyond the often-cited concerns
over slow response times, different time horizons, and valuation, several other
issues warrant the following recommendations.

• One very large issue for universities and research institutions was the
widespread naivety of most scientists concerning the commercialisation
process and the broader issue of what is required to develop, fund and
manage a business. This puts many start-ups at risk since scientists are
frequently in charge of the business at the earliest stage of its life. We first
recommend implementing mechanisms to educate and instil in scientists
an understanding of the importance of developing the business model and
target markets in addition to the technology plan. However, it is also
important to involve professional managers in the project as soon as
possible. Developing a network of qualified managers and directors who
may be brought in on a project basis is an important first step.

• Clarify goals, strategies, policies and procedures related to the ownership 
of the IP created by employees and students. Publicise these widely within
the institution and to outside stakeholders as well.

• Create a single point of contact for those outside the organisation with
regard to IP commercialisation. The lack of such a contact, and the
concomitant run-around experienced by companies, has been a common
criticism.

• Establish a decision-making process to determine whether a piece of IP should
be commercialised, and if so whether licensing, spinning out or another form 
of commercialisation should be pursued. For spin-outs, consider bringing in
outside management at an early stage of the company’s development.

• Act with a visible sense of urgency, in the knowledge that innovations in
biotechnology face market risks as well as technology risks.

• Consider options for raising private capital to support early-stage research. The
Westscheme Enterprise Fund at Murdoch University in Western Australia, and
Uniseed at the universities of Melbourne and Queensland, are interesting models
that warrant careful study by other universities and research institutes.
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17.3 Biotechnology Managers
There is a relative scarcity of individuals in Australia with significant professional
biotechnology management experience. Attracting managers from other markets
will be important to the future of the sector. From our interviews with the
managers of the biotechnology IPO companies a few common management themes
were evident.

• Focus is critical in any small organisation. Managers should be careful to focus
limited resources on a few key projects where the organisation has definite
advantages.

• Although focus is essential, it is risky to concentrate on a single product and 
one market. Creating a small portfolio of projects, balanced with regard to risk
and reward, provides some flexibility.

• Have a contingency plan. It is extremely unlikely that everything will work
out exactly as expected. Understand the implications of failure in any area.

• In the current environment, raise money whenever possible at reasonable
cost, and bring in revenue sooner rather than later.

• Plan your exit strategy – IPO, trade sale, merger and so on – from the
beginning. Different planned exits require different strategic and tactical
plans.

• Surround yourself with the best possible people for the board of directors,
management and scientific staff. If it is not possible to hire these people full
time, consider contracting with them rather than settling for second best.

17.4 Governments
Public policy and government bodies can play different roles in the
development of young biotechnology companies. Managers stated that they
absolutely did not believe that government programs should change corporate
direction, but that their role was to support that direction. This included:

• Creating an environment conducive to new biotechnology development:
– Support for fundamental research – Since biotechnologies generally originate

in research institutions as a result of basic research, continued support for
fundamental research is vital to the creation of new biotechnologies and the
development of scientists needed to turn those technologies into commercial
opportunities.

– Simplification of regulations and coordination with those of major markets –
ensuring that Australian standards are recognised throughout the world. This
is not the case at this time.

• Provision of financial and other support:

– Tax regulations – The research tax credit was widely applauded by managers.
The changes to investment tax rules are also seen as a positive step. Concerns
were raised over treatment of options.

– Grants and loans – START, BIF and other programs are well regarded in the
biotechnology sector and have provided a lifeline to more than one struggling
company. It is important to maintain a consistent policy approach to these
programs so that companies can plan for the long term.
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– Services – The companies generally found Austrade useful as a means of
making contact with potential customers or partners. They also found the
coordinated Australian approach for events such as the annual Bio conference
of benefit.

• Channelling biotechnology industry development – Most managers did not feel
that it was the role of governments to pick winning and losing sub-sectors in
the sector. This has not been an area that governments have excelled in the past.

A number of other recommendations arose from the study.

• Specify program and policy goals that are truly meaningful, rather than just 
easy to measure.

• Include commercialisation potential and plans in the criteria for START, BIF
and other grants at the national and state level. These grants have made a

difference to the companies in our study.

• Find ways to channel the energy that is currently being dissipated in
rivalries between the states into creating advantages for Australia as a whole.

• Develop and maintain consistent, long-term policies and programs that will
add value during the lengthy period from invention to market.

18. Conclusion
There is little doubt that the comparatively easy access to cash until 2002
resulted in a number of firms becoming public before they were perfectly ready,
either from a corporate or a technology perspective. Equally, there are firms
successfully meeting customer needs today that might not have survived under
other market conditions. Their IPOs provided the resources that managers
needed to advance for both the technologies and the business models. For some
firms, going public was a major, and somewhat traumatic, event. Systems,
processes and procedures all had to change, and more importantly senior
managers had to change as well. The transparency and equity required of a
public firm did not always come easily. For other firms, those that we would
describe as having been ‘born public’, the IPO was an exciting but not difficult

event, representing the achievement of another expected milestone in the corporate
plan. These firms had intended from the start to become public, and had adopted the
systems and behaviours of a public company very early on.

The jury is still out on how many of the 1998–2002 IPO firms will survive to
become significant industry players. As we look around the industry we find firms
that have exited, others that have changed their business models in response to
technological delays or failures, and some that have never veered from their initial
plan, thanks to a combination of technological success, good partnerships, good
management and at least a bit of good luck.
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Endnotes

1 The suport of the Australian Stock Exchange, the
Australian Business Foundation and the AGSM is
gratefully acknowledged, as is the assistance of
the senior managers who participated in
interviews. The views and opinions expressed
herein are those of the authors, not necessarliy
those of the supporting institutions or of those
interviewed.

2 Age was time from date of incorporation to date 
of IPO.

3 Approximate age as US incorporation dates
provided on the year of incorporation.

4 Note that only 11 of the 18 firms reporting R&D
spending also projected operating expenditures,
but our estimates were that only one additional
firm would drop below 99 per cent.

5 These figures exclude NSL Health and Network,
which have exited the biotechnology sector.
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Gavin Moodie

1. Introduction
This chapter considers how Australian tertiary education may be optimised to
contribute to national innovation. It argues that the concentration of Australia’s
innovation policy on research, and particularly on research in universities, has
skewed policy and effort away from its potential to increase productivity.
Furthermore, concentrating research to maximise knowledge production has to 
be balanced by its dispersion to promote knowledge diffusion. Just as importantly,
it is necessary to develop the interaction of research units and enterprises, suppliers,
consultants, training institutions and associated bodies that comprise the innovation
system or cluster in each field. While some clusters seem to develop serendipitously,
although over a long time, the process may be strengthened and quickened by

coordination. The chapter closes by canvassing coordinating mechanisms.

2. Objectives for Higher Education and Vocational Education 
and Training
There is no national policy for tertiary education: policy is set and normally
considered separately for higher education and vocational education and
training. Contributing to national innovation is only one of several purposes 
of Australian higher education. In its Higher Education Report for the 2003 
to 2005 Triennium the Australian Department of Education, Science and
Training (2003, p. 1) says that the Government regards higher education 
as contributing to the fulfilment of human and social potential and to the
advancement of knowledge and social and economic progress. Of the five
purposes of higher education stated by the department, three are to develop
individuals, one is to advance knowledge and understanding and one is to aid
the application of knowledge and understanding to the benefit of the economy
and society. The department states the Government’s objectives somewhat
more precisely:

The overarching objectives of the Government’s policies for higher education are to:

• expand opportunity;

• assure quality;

• improve universities’ responsiveness to varying student 
needs and industry requirements;

• advance the knowledge base and university contributions 
to national innovation; and

• ensure public accountability for the cost-effective 
use of public resources.

(Department of Education, Science and Training 2003, p. 1)

These objectives are relatively recent, having been first stated in 1999 when the
Department first published its annual report on funding and other developments
for the forthcoming triennium in its current form. They were somewhat restated in
the Commonwealth’s Higher Education Support Act 2003 passed by Parliament late in
the year. One of the four objects of the Act is ‘(c) to strengthen Australia’s
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knowledge base, and enhance the contribution of Australia’s research capabilities to
national economic development, international competitiveness and the attainment
of social goals’. Contributing to national innovation is therefore not the dominant
or even always explicit Government objective for higher education.

The Australian National Training Authority specifies four objectives for vocational
education and training in its National Strategy for Vocational Education and Training
2004–2010:

1. Industry will have a highly skilled workforce to support strong performance in
the global economy.

2. Employers and individuals will be at the centre of vocational education and
training.

3. Communities and regions will be strengthened economically and socially
through learning and employment.

4. Indigenous Australians will have skills for viable jobs and their learning culture
will be shared.

(ANTA 2003a, p. 1)

Innovation appears in one of 12 strategies, contributing to the first goal of
training industry’s workforce:

6. Enable training providers and brokers to partner with industry to drive
innovation.

• Research and development generates new knowledge and skills, and new ways
to apply them.

• Training drives innovation in the workplace.

• Registered training organisations and brokers improve the performance of
businesses through working with supply chains, skill eco-systems, industry
clusters, research centres and global networks.

(ANTA 2003a, p. 9)

ANTA (2003b, p. 2) complains that Australian innovation policy concentrates
on ‘high-end’ R&D, leaving out vocational education and training. Ferrier,
Trood and Whittingham (2003, p. 16) report that vocational education and
training has been involved only marginally if at all in Australia’s cooperative research
centres, which they say are a small but crucial element in the national innovation
system in their strong commitment to applied research and to the implementation
and/or commercialisation of research. However, ANTA (2003b, p. 6) acknowledges
that vocational education and training is still at the early stages of engaging with 
the issues and the national innovation system. It is therefore worth considering 
how one might optimise Australian tertiary education to contribute to national
innovation and assess the extent to which this may be compatible with other
objectives for the sector.
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3. Innovation Is Mainly About Improving General Productivity, Not
University Research
Australian public policy has had an early if initially faltering interest in innovation.
Interest was first stimulated by Barry Jones, a sometime Commonwealth minister
for science, who first published his influential Sleepers, Wake!: Technology and the
Future of Work in 1982. This book, which had its fourth edition in 1995, did 
much to promote thinking about the implications of the knowledge economy for
Australia. By 1987 Australian public policy on innovation was still rudimentary,
fragmented and ineffectual. This is illustrated by Australia’s mishandling of the
proposal of the Japanese Ministry for International Trade and Industry to establish
in Australia a multi-function polis (MFP). The MFP was to be a high-tech
manufacturing and residential development, but Australia failed to take advantage
of the opportunity through a lack of vision (Baines 2000) and ‘political

incompetence, self-seeking and cupidity’ (Sorensen 1998).

By the early 1990s innovation had become a political slogan with the then
prime minister Bob Hawke’s vision of establishing Australia as a ‘clever
country’. However, by the end of the decade the Business Council of Australia,
which is an association of the chief executives of most of Australia’s biggest
companies, was concerned that Australia has allowed its commitment to
innovation to slip. Its solution was to engage the Commonwealth Government
in mounting an innovation summit in February 2000.

The background paper for the innovation summit prepared by the Department
of Industry, Science and Resources defined innovation as ‘the process that
incorporates knowledge into economic activity’. It elaborated:

In common use innovation denotes both the process of transformation of an
idea into a marketable product or service and the resultant new product,
process or service. Historically, it encompasses evolutions in technology from
the industrial revolution to the current ‘information age’. Practically it is
about change within individual firms and organisations. From the
perspective of government, it is about change in the way people live and
work and build on the foundation of the country’s knowledge base and
national prosperity.

In short, innovation is about putting ideas to work. It is a process 
by which firms, industry and governments add value through successful
exploitation of a new idea for the benefit of a part or whole of business,
industry or the nation. It spans a range of ideas-based improvement
processes, including technological change, and improvements in
organisational, financial and commercial activities.

Innovation covers ‘the million little things’ which improve the operation of
firms or other institutions … It is a much broader concept than research
and development (R&D), although the outcomes of R&D are among its
most powerful expressions.

Innovation is also about the exploitation of know-how – ideas acquired from
a broad range of sources. Technology transfer and technology acquisition, its
adoption and adaptation, frequently prove to be a faster way of acquiring
know-how than through R&D. Know-how about organisational and other
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commercially relevant innovation activities is likely to be acquired, through
experience rather than research.

(Department of Industry, Science and Resources 1999, p. 9)

The Department’s position is supported by Lundvall and Borrás (1997, p. 133) 
who observe that ‘Incremental technical innovation based on learning, diffusion 
of technology and organisational change are certainly more important for the
performance of any single national or regional economy than major innovations’.

Notwithstanding the insistence in the innovation background paper that innovation
is not just about research and development, the recommendations in the final report
of the innovation summit implementation group concentrated heavily on research
and development. Of the summit’s key recommendations costed by the group, 78
per cent of additional expenditure was recommended on research and
development – 60 per cent on increased funding for research in higher
education and 18 per cent to support industry research and development
through increased tax concessions. The Government’s response Backing
Australia’s Ability – An Innovation Action Plan for the Future concentrated even
more heavily on research and development, almost all in higher education
institutions. Of the $2.8 billion committed over five years, 91 per cent was 
for higher education, 4 per cent for R&D tax concessions and 5 per cent to
compensate somewhat for the transfer of Commonwealth funding from public
to private schools (Commonwealth of Australia 2001).

Higher education’s capture of innovation policy was complete in May 2003
when the Minister for Education, Science and Training Dr Brendan Nelson
(2003) issued Our Universities: Backing Australia’s Future. He announced that ‘A
comprehensive evaluation of the effectiveness of the Knowledge and Innovation
reforms’ would consider only the operation of the main university research
block grant schemes:

… to ensure that the policy framework for Australia’s competitive research
funding is effective. This evaluation will focus on the operation of the
Institutional Grants Scheme, Research Infrastructure Block Grants and the
Research Training Scheme. In particular, it will assess the validity of current
research performance indicators, their weightings in the performance formula, their
effect on particular disciplines, universities and student groups, and the
effectiveness and impact of the current transition arrangements.

(Nelson 2003, p. 33)

Committing almost all of the Commonwealth’s innovation effort to higher
education research fails to redress what seems to be a structural problem in
Australia’s national innovation system. We note from the Table 6.1 that while
Australian governments provide 17 per cent more of the country’s funding for
research and development than the average for members of the OECD, Australian
business contributes 18 per cent less than the OECD average. Australian higher
education does 10 per cent more of the country’s research and development than the
OECD average, but Australian business does 23 per cent less than the OECD
average. As a consequence, Australia has an extraordinary 40.7 higher education
researchers per 10 000 members of the labour force, 2.5 times the OECD average.
Of the other OECD countries only Finland (41.9 higher education researchers 
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per 10 000 workers) exceeds Australia and only Sweden (35.5) otherwise comes
close. Australian business researchers are less than half the OECD average
representation per 10 000 workers and are growing slower than the OECD average.

It seems that this is not entirely a failure of business. Australian governments’
direct investment in business research and development is 4.6 less than the OECD
average, and its indirect investment (including tax expenditures) is almost three
times less the OECD average.

Table 6.1: R&D by business and higher education, Australia and selected OECD
comparators, 2001

Measure Australia Canada EU OECD UK US

R&D expenditure as 1.53 1.94 1.93 2.33 1.90 2.82
% of GDP

% R&D funds from 46 31 35 29 30 27
government

% R&D funding from 46 42 56 64 46 68
business

% R&D done by higher ed. 27 30 21 17 21 14

% R&D done by business 47 57 64 70 67 74

Higher ed. researchers 40.7 21.1 18.3 16.5 17.0 13.2
per 10 000 workers

Business researchers 1.7 3.3 2.9 4.1 3.2 6.9
per 10 000 workers

Growth of business 2.09 6.41 2.91 3.62 1.54 3.27
researchers 1991–2001

Direct govt funding of 0.03 0.04 0.10 0.14 0.13 0.25
business R&D as % of GDP

% of business R&D financed 3 4 8 8 10 11
by government

(Source: OECD (2003), OECD (2002) figure 3.8 p. 115, figure 310, p. 117)

While there isn’t necessarily any virtue in being at or above the OECD average on
every indicator, being so skewed from OECD averages in the higher education and
business research and development sectors raises questions for Australia. And it
suggests that if, possibly for very good reasons, Australia continues to concentrate its
research and development so heavily in universities, that special measures may be
desirable to ensure that at least some of this effort is devoted to business’ direct interests.

4. Selectivity, Scale, Concentration and Diffusion
Research funding is allocated selectively when choices are made between priorities
or between researchers, but this does not necessarily concentrate resources in larger
groups. Research funding may be more selectively allocated to active or productive
researchers, but they may still work alone or in very small groups, or be widely
dispersed among departments or institutions. Selectivity is considered desirable in
research funding because less benefit is obtained by allocating resources to research
that is less productive, of lower quality or to areas that are less important. The
extraordinarily high number of higher education researchers per 10 000 workers 
in Australia compared with almost every other OECD country may very well be an
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argument for greater selectivity in allocating research resources (presumably in this
case mostly time), but it is not necessarily an argument for greater concentration of
research.

The term ‘critical mass’ is used to argue for several quite different outcomes. Its
original meaning is in physics: the minimum amount of fissile material needed 
to maintain a nuclear chain reaction. By analogy it may be extended to the
organisation of research as the threshold value for size (Evidence Ltd 2003a, p. 21) 
– the minimum size of a research unit to maintain a viable or good research
program. Johnson (1994, p. 34) concludes that there is a threshold effect in many
fields of the physical sciences below which the amount or quality of the research
performance is reduced. He estimates the threshold at from three to five academic
researchers plus postdoctoral fellows, postgraduate students and technical staff.
Johnson (1994, p. 31) further reports evidence ‘that the optimal size of a research
group is about six fully qualified scientists working in the same problem area
with perhaps another dozen support staff, graduate students 
and postdoctoral fellows … [and] as many foreign visitors as can be
accommodated.’

While the minimum size of a successful research group may be quite small 
and the optimal size not much bigger, there may nevertheless be a scale effect.
Larger research groups may be more successful or productive per researcher
than smaller research groups, and one might expect that this scale effect
plateaus or even becomes negative for groups larger and much larger than the
optimal size. Evidence Ltd (2003b) tested the existence of a scale effect by
examining data from the United Kingdom’s research assessment exercise for
2001. Evidence Ltd (2003a, p. 22) notes that the unit of analysis ‘is therefore
not necessarily an academic department but is the group of staff submitted by
a university to an RAE Unit of Assessment. These will usually be from one
academic resource centre (department or school) but they may include cognate
researchers from other schools and one school may be split into two or more
units of assessment’.

Evidence Ltd (2003a, p. 23) found that big units on average perform more
effectively in research than small units, but there is a great variation in the
performance of small units. Many small units perform worse than large units,
but some perform at a standard comparable with the largest. This pattern produced
a statistically significant correlation between unit size and research income per full-
time equivalent (fte) staff, PhD awards per fte staff, publication output per full-
time equivelant staff and research performance or impact measured by average
citations per paper (Evidence Ltd 2003a, p. 23). However, Evidence Ltd (2003b, p.
63) reports a very large amount of residual variance even where there is a strong
correlation, indicating many exceptions to the otherwise strong pattern.

Evidence Ltd found this broad pattern across a wide range of disciplines not only in
the sciences but also in the arts and humanities. Evidence Ltd (2003a, p. 23) concludes
that ‘there are size factors associated with research performance and they evidently
occur across many disciplines but causation, correlation or consequence cannot be
determined at this stage.’ This is because ‘small units that become good at research
acquire the resources to become large units. Conversely, large units that do badly at
research lose resources and decline in size as well’ (Evidence Ltd, 2003a, p. 24).
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Evidence Ltd cites several earlier studies which found no clear evidence that unit
size contributes to research achievement:

Johnston notably comments that ‘the widespread introduction of policies of
resource concentration around the world are found to have been based on little
examined assumptions and in operation to be at times counter-productive’. 
Cohen argued that the size of groups and their productivity simply increased
proportionally and that there was no reliable evidence for the existence of a size 
or a range of sizes for research group that maximized output per unit of size. 
Seglen found no correlation between group size and productivity for Norwegian
microbiologists. Rey-Rocha similarly concluded that team size among Spanish
geologists did not appear to be as important for scientific productivity as the status
of team members.

(Evidence Ltd 2003b, p. 50)

Evidence Ltd’s finding of a scale effect for research may reflect the particular
dynamics of the United Kingdom’s research assessment exercise – its reward
for a particular construction of research establishing path dependence 
(Geuna 1999, p. 171) or its construction of data that generates a scale effect.
Alternatively, it may reflect the particular way the research assessment exercise
constructs units of assessment, which don’t necessarily correspond with actual
research teams. Evidence Ltd (2003a, p. 22) notes that ‘research units may 
be teams, laboratories, departments, schools or institutions. Because these
different kinds of units may bring research together in different ways their
scale relationship with research performance should be studied separately. For
example, a team is made up of various numbers of individuals, a department
consists of individuals in one or more teams and a university is home to many
people in a smaller or larger number of departments. If we considered scale
factors solely in relation to full-time equivalent staff across these different
organisational layers then we would be obscuring essential structural
information.’

If there were a general scale effect for research it would be an argument for
concentrating research resources until each research unit were of the optimum 
size. But notwithstanding a common misapprehension, a scale effect for research
would not be an argument for concentrating research by institution. There is little
evidence of an economy of scope in research production – that a research team in
one field benefits by being organisationally linked to teams in other fields, or even
that research benefits from being produced jointly with teaching (Geuna 1999, p. 27).
Research units of appropriate size and great quality may be located within universities
which do not have many other such units. Some 54 units with the highest ratings of
5 or 5* in the United Kingdom’s 2001 research assessment exercise were in
institutions with three or fewer units rated so highly (HERO 2001). Conversely,
universities that have numerous research units of appropriate size and high quality
also support research units of indifferent quality and sub-optimal size.

Concentrating research resources in units of appropriate size and of the highest
quality may maximise research productivity and quality on the criteria normally
used to assess research performance, but it may reduce the community’s benefit
from research. This is because research has to be incorporated in the productive
process to generate economic benefits. Lundvall and Borrás (1997, p. 154) argue
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that knowledge production at universities needs to be integrated more closely 
with the innovation process, since as Lundvall (1992, pp. 8–9) had earlier observed,
innovation blurs the conceptually distinct but in practice continuous stages of
invention, innovation and diffusion. Concentrating research expertise distant from their
sites of potential use may inhibit the diffusion of research as quickly and as thoroughly
as desirable. This is supported by Moussouris (1998, pp. 93–4) who argues that there
is too much concentration on research ‘breakthroughs’ and too little attention to the
importance of research diffusion in generating economic development.

While participants in the new ‘competitiveness debate’ generally acknowledged 
the contribution of elite models of higher education to sustain the R&D that
underlays technological innovation – eg the MIT or Stanford exemplars of a ‘world
class’ research university fueling the rise of whole new industries and high-tech
districts – a new research stream emerging at this time also pointed out that this
elite model appears incomplete from an economic development perspective.

Indeed, a major problem associated with the concentrated human capital
investments that characterise this ‘R&D-intensive’ model is that overall it fails 
to acknowledge the import of diffusing skills broadly throughout the workforce 
in order to generate the incremental improvements in technologies, products, and
processes which generally occur ‘downstream’ of the initial breakthrough-stage of
an industry’s development. As cross-national research went on to explore to what
extent the broad-based, diffusion-oriented education/training policies of Europe
and Japan support the flexible, ‘high-performance’ production methods that
facilitate continuous adaptation to both economic and technical change,
concomitant efforts to pinpoint US workforce skills ‘deficits’ focussed not on at
the top end of the occupational pyramid but at various points along the middle 
to bottom end.

(Moussouris 1998, pp. 93–4. 
Emphases in the original; references omitted.)

As Salter and Martin (2001, p. 512) observe paraphrasing the OECD, ‘knowledge
and information abound, it is the capacity to use them in meaningful ways that is
in scarce supply. Often this capacity is expensive to acquire and maintain’ (emphasis
in the original). Rosenfeld (1998, p. 4) argues that in the United States ‘community
colleges are particularly helpful to small and midsized enterprises, since they are
better positioned to reach them than universities, consultants, and service agencies,
many of which prefer not to bother with “know-how” needs that may not be
technologically challenging or of a scale that can be sufficiently profitable’. Part 
of the explanation for the high productivity of much of Australian agriculture may
be the broad diffusion of research and innovation through the applied research
laboratories, demonstration farms and extension, and outreach activities of state
departments of agriculture. In contrast there is no comparable applied research
laboratories and diffusion, demonstration and outreach for secondary industries 
in which Australia’s performance has generally been much weaker.

Clusters
An important institution for diffusing research and innovation is clusters of
‘interconnected companies, suppliers, service providers and associated institutions 
in a particular field’ (Porter and Ketels 2003, p. 19).
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Increasing productivity through more sophisticated ways of competing depends on
parallel changes in the microeconomic business environment. The business
environment can be understood in terms of four interrelated areas: the quality of
factor (input) conditions, the context for firm strategy and rivalry, the quality of
local demand conditions, and the presence of related and supporting industries.
Because of their graphical representation the four areas have collectively been
referred to as the ‘diamond’.

Clusters constitute one facet of the diamond, but they are best seen as a
manifestation of the interaction of all the diamond’s elements. Clusters are
geographically proximate groups of interconnected companies, suppliers, service
providers, and associated institutions in a particular field, linked by commonalities
and complementarities. Clusters such as IT in Silicon Valley or high-performance
cars in Southern Germany can be concentrated in a particular region within a larger
nation, and sometimes in a single town. Other clusters are national and sometimes
stretch across borders into adjacent countries, such as southern Germany and
German-speaking Switzerland. Proximity must be sufficient to allow efficient
interaction and flow of goods, services, ideas, and skills across the cluster.

(Porter and Ketels 2003, pp. 19, 27)

Porter (1998) and Porter and Ketels (2003, p. 27) argue that ‘clusters affect
competitiveness in three broad ways: ‘First, clusters increase the level of
productivity at which constituent firms can operate … Second, clusters increase
the capacity for innovation and productivity growth … Third, clusters stimulate
and enable new business formation that further supports innovation and
expands the cluster’ (emphases in the original). However,

Only a small number of clusters tend to be true innovation centers. Others
may tend to specialize in producing products aimed at particular market
segments, or be manufacturing centers. Still other clusters can be regional
assembly and service centers. Firms based in the most advanced clusters often
seed or enhance clusters in other locations as they disperse some activities to
reduce risk, access cheaper inputs, or seek to better serve particular regional
markets. The challenge for an economy is to move first from isolated firms to
an array of clusters, and then to upgrade the sophistication of clusters to more
advanced activities.

(Porter and Ketels 2003, pp. 19, 28. Emphasis in the original.)

Clusters are normally located within a relatively small geographic area, at least 
in the early stages of innovation. Salter and Martin (2001, p. 518) cite studies
showing that ‘research collaboration within a country is strongly influenced by
geographic[al] proximity; as distance increases, collaboration decreases, suggesting
that research collaboration often demands face-to-face interaction.’ This is because
innovation relies on tacit knowledge picked up in the informal sharing of
knowledge and ideas in ‘dense’ networks of firms and other relevant institutions
such as universities (Salter and Martin, 2001, p. 524). Rosenfeld (1998, pp. 1–2)
argues that the close proximity and spatial interdependence of clusters create
‘collective externalities’ that allow participants to transact business more cheaply
and easily, achieve a scale that attracts specialised services and resources, resolve
problems more quickly and efficiently, and learn sooner and more directly about
new technologies and practices.

An important institution
for diffusing research and

innovation is clusters of
‘interconnected companies,
suppliers, service providers
and associated institutions

in a particular field’ 
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Geographic proximity may become less important as an industry matures. Salter
and Martin (2001, pp. 527, 519, 528) postulate that ‘the value of geographic
spillovers and untraded interdependencies varies over time’. They may be
particularly important when the direction of technological development is
uncertain, increasing the importance of tacit knowledge and of direct interactions 
in interpreting and applying new information. Gesling (1992, pp. 122–3)
distinguishes between phase 1A innovation – ‘swarming’, when proximity 
is important, from phase 1 B innovation – ‘strategic networking’, when proximity
is less important and partners are sought from throughout the nation and world.

While there have been several studies of the significance of the size of research
teams in maximising research quality and productivity, there has been little work
on the minimum and optimal size of clusters for fostering innovation. The
prominent clusters are very large indeed and even the smallest of the existing US
biotech clusters is bigger than the whole of Australia’s biotechnology industry
(Commonwealth of Australia, Ernst & Young and Freehills 2001). The logical
conclusion to establish one big cluster is unlikely in Australia, and in any case
it may also be undesirable since it would compromise tertiary education’s other
objectives. In the next section we consider what structures have been proposed
for Australian tertiary education and what may be possible and desirable to
contribute to innovation.

5. Structuring Tertiary Education
Most discussion of the form of tertiary education in Australia is of supra-
institutional forms, known in Australia as sectors and in the United States 
as segments. International comparisons are confused by differences in the
denotation
of ‘higher education’. In the United States ‘higher education’ includes the non-
baccalaureate granting two-year or community colleges, the closest Australian
analogue of which are now known as vocational education and training
providers, formerly institutes of technical and further education. In the United
Kingdom ‘higher education’ includes the ‘franchise’ programs of the non
baccalaureate granting colleges of further education that contribute to
baccalaureates awarded by universities. The United Kingdom also includes in
‘higher education’ the recently established foundation degrees that are similar 
to the US’ associate degrees in being at least one year duration, less than standard
baccalaureates, and generally having less theoretical orientation than standard
baccalaureates.

Research-intensive University Sector
One of the most longstanding, sophisticated, largest and influential structures of
tertiary education is California’s segmentation into the research-intensive University
of California, the comprehensive California State University and the open access
California Community College System. There has been no formal distinction
between research intensive and comprehensive higher education institutions in
Australia since 1988 and in the United Kingdom since 1994, but the universities
with the biggest research incomes have formed self-selected informal groups – the
group of 8 in Australia and the Russell group in the United Kingdom. These
groups argue for increased concentration of research funding in their institutions,
which on some arguments amounts to a reintroduction of a formal distinction or

While there have been
several studies of the
significance of the size 
of research teams in
maximising research
quality and productivity,
there has been little work
on the minimum and
optimal size of clusters 
for fostering innovation. 



‘binary divide’ between a research intensive and a comprehensive higher education
sector. These claims are marked by a dotted line in Table 6.2, which probably
reflects the big research universities’ aspirations more than reality but nonetheless
does not concede them the formal distinction they seek.

Table 6.2: Formal ( ) and informal ( ) designation of tertiary education
sectors in California, the United Kingdom and Australia

Distinctive feature California United Kingdom Australia

Research intensive University Russell group Group of 8
of California

Comprehensive California State Other Other 
baccalaureate- University universities universities
granting

Open access California Further Vocational education
Community College education and training 

System colleges providers

OBC
A common progression from promoting the formal designation of a research-
intensive sector of higher education is to advocate the concentration of research
funding in an even more select group of high-performing research universities. 
This seems to be the natural outcome of competition, including competition for 
a significant proportion of research funding (Geuna 1999). However, it is now
being proposed as explicit government policy. The recommendations of the Roberts
Review (2003) in the United Kingdom of the future for research assessment would
lead to the further concentration of research funding in the ‘research-intensive’
institutions. The then UK minister for higher education, Margaret Hodge,
suggested that research might be limited to a group of elite universities, perhaps
not going much beyond the ‘golden triangle’ of Oxford, Cambridge and the London
institutions (MacLeod 2003a), although the new minister Alan Johnson may be
rethinking this policy (MacLeod 2003b).

In Australia the attention of big business and other elite opinion has been attracted
by the observation of the Vice-Chancellor of the university with the biggest research
funding, the University of Melbourne, that Australia probably does not currently
have a university that ranks in the top 100 in the world (Gilbert 2001). However,
the aspiration for Australia to have one or two universities in the world top 100
seems unrealistic when one notes that to fund just the University of Melbourne at the
same rate as Harvard University would require the Commonwealth to almost double
its current allocation to higher education (Griffith University 2002, p. 3).

Both proposals are not for a new form of tertiary education, but for the
establishment of an even more selective group of super research-intensive
universities within the existing organisational form. The limit to these proposals 
is the concentration of research in one big centre or ‘flagship’ institution as it is
commonly expressed in the United States. As the Australian National University
(ANU) (2002, p. 6) pointed out in its submission to the recent Commonwealth
review of higher education, this was the initial rationale for the establishment of the
ANU in 1957 (Foster and Varghese 1996). In those days the existing Australian
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universities conducted little or no research and did not award the PhD, then
regarded as a dangerous German innovation all the more suspicious since it had
been adopted in the United States.

As we have seen, there is no evidence of an economy of scale or scope for research 
at the institutional level, and concentrating research in one or perhaps a select few
institutions would limit research diffusion to the immediate locale of the centre,
and it would relegate the rest of Australia to provincial status, which 
is unlikely to be acceptable in a federation. What may be acceptable is
concentrating research in each broadly defined field in a national centre, but
dispersing centres geographically. This would gain the benefits of scale in each
field, but would locate each centre throughout the country so that each jurisdiction
can be the centre of something. Two possibilities for combining concentration and
dispersal are considered: matrix and hub and spoke.

Matrix
Davis (Griffith University 2002, pp. 36–7) proposes that institutions be
encouraged to develop new institutional types through multiple contestable
funding. This would be achieved by establishing an institutional teaching
performance fund of $271 million and an institutional community service 
and equity performance fund of $271 million to complement the institutional
grants scheme of $271 million, which would be renamed the institutional
research performance fund.

In Davis’ scheme institutions would be allowed to compete for two but not
three performance funds, thereby requiring them to choose one of three
options to maximise their institutional performance: research and teaching,
research and community service, or teaching and community service (Griffith
University 2002, p. 37). Davis’ scheme, which has universities concentrating
on two of their three broad roles, may be generalised as a matrix where the
selection may be made by field of research, innovation cluster or indeed any
other salient characteristic. This is illustrated in Table 6.3.

The matrix form is more sophisticated than most other proposals to structure
Australian tertiary education, but is probably still too crude to optimise the sector’s
contribution to innovation. This is because it would require a dichotomous decision
whether an institution should participate seriously or not in an activity such as 
a research field or cluster. While its implementation would probably be more
nuanced, at least diagrammatically the matrix doesn’t allow for institutions to 
be moderately involved in an activity, or involved in only part of an activity.

Hub and spoke
A more sophisticated elaboration of the matrix is the hub and spoke. In this form
one institution would be designated the hub of an activity such as research in a

Concentrating research 
in one or perhaps a select
few institutions would
limit research diffusion to
the immediate locale of 
the centre … What may be
acceptable is concentrating
research in each broadly
defined field in a national
centre ... but dispersing
centres geographically.

Table 6.3: Matrix organisation of tertiary education

Activity A Activity B Activity C

Institution A _ _

Institution B _ _

Institution C _ _
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specified field, but other institutions and their staff and students would be able 
to apply for support to access the hub’s facilities and other fixed resources. While
the hub of each activity would be unambiguously located at just one institution,
the extent of other institutions’ participation may range from partnership to
perfunctory, and that may change over time. It would also be possible to make the
hub of each activity a different size, depending on its importance, and to vary that
from time to time.

With these flexibilities it would be possible to construct the allocation of hubs
(whether by competition or otherwise) so that each university had a reasonable
prospect of hosting at least one hub, while one would expect that the institutions
with considerable accumulations of academic capital would host a disproportionate
number of hubs. It would also allow institutions to be spokes to as many hubs as
they could attract funding or fund from their internal resources. The current

organisational form in Australian higher education closest to the hub and
spoke is cooperative research centres. However, these centres coordinate
research programs, whereas research hubs in this model would be mainly
concerned with developing facilities and coordinating access to them.

It would also be possible to give hubs a broader role than just supporting
research to support research diffusion and innovation generally. This would
open the possibility for businesses, trade associations, vocational education and
training institutions and others to participate either as hubs or spokes.

6. Coordination
Karmel (2001) argues for the re-establishment of ‘an independent statutory
body standing between the universities and the government along the lines of
the commissions which operated successfully from 1959 to 1987’. Karmel
argues that such a body is needed to protect intellectual freedom by insulating

universities from direct government control or influence, and to inform public
policy on higher education by undertaking ‘objective analysis’ unaffected by
political/electoral considerations. Such a body would also at least be highly desirable
to coordinate 
any more sophisticated organisation of higher education such as the matrix and
hub-and-spoke forms described above.

But the need for national coordination extends well beyond higher education. 
We have noted that vocational education has not been included in the national
innovation policy, or in cooperative research centres, one of the Commonwealth
Government’s only mechanisms to engage higher education research with its end
users. This is but one manifestation of the divide between higher education and
vocational education and training (Wheelahan 2000) which is unusually deep in
Australia (Moodie 2003, p. 55). Balaguer and colleagues (2003) argue that
Australia’s innovation systems are highly dispersed geographically, sectorally 
and organisationally. They argue that this limits potential economies of scale in
innovation and production and risks fragmentation – the sub-critical concentration
of knowledge production resources. They add that ‘the demand for new knowledge
is also dispersed, which may impede the development of effective links between
potential suppliers and users of knowledge’ (Balaguer et al. 2003, p. 17).

One institution could be
designated the hub of an

activity such as research in
a specified field, but other
institutions and their staff

and students would be 
able to apply for support to

access the hub’s facilities
and other fixed resources.
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There are a number of ways this could be done. Innovation could be coordinated
nationally by sector. Separate bodies could be established to coordinate higher
education, tertiary education (higher education and vocational education and
training), and a mechanism could be established to foster the agglomeration and
coordination of elements of the national innovation system, say by industry sector
or cluster. Alternatively, the basic unit of coordination could be geographic. The
Victorian and UK governments propose to coordinate tertiary education and
industry development through local learning and employment networks (State of
Victoria 2002) and regional development agencies (Secretary of State for Education
and Skills 2003a, 2003b). In Australia this would build on an earlier attempt 
to coordinate national development through regional development councils. Some
still exist and are useful for regional consultation, but they have never been given 
a coordinating role.

Like much of northern continental Europe, Germany has a coordinated market
economy in contrast to the liberal market economies of wealthy Anglo
countries (Hall and Soskice 2001). Nonetheless, its trade associations may 
be a useful model. These comprise business, employees and government, and
are organised as national bodies with regional chapters. They share information
and coordinate investment, and provide research, in training and other pre-
competitive and shared infrastructure (Culpepper 2001). This close
coordination produces a generally high alignment of higher education, training
and employment, but it makes changing any part of the system difficult, slow
and uncertain. As a consequence, Germany’s higher education and training is
considered inflexible and resistant to change (Huisman and Kaiser 2001, p. 63).
This would fail to meet Whitley’s (2003, p. 1017) preference for a system that
can focus research but flexibly change its focus: ‘Systems that are 
able to mobilise large numbers of specialists to deal with new intellectual goals 
and problems, and to train researchers in new techniques and ideas at relatively
short notice, seem likely to produce a wide variety of knowledge and skills that
could be useful to firms dealing with high levels of technical uncertainty.’

7. Conclusion
We have seen that Australia’s national innovation policy has become preoccupied
almost exclusively with research, and particularly with research in universities.
This is part of a long and general practice of Australian governments to
concentrate research policy on universities and major publicly funded research
agencies (the Australian Institute of Marine Science, the Australian Nuclear
Science and Technology Organisation, the Commonwealth Scientific and Industrial
Research Organisation, and the Defence Science and Technology Organisation) to 
the relative neglect of research in industry. When Australian governments have
considered industrial research it has been at the prompting of public research figures
to increase the tax concession for expenditure on research, much of which is spent 
in universities and other public research agencies.

This distortion in public policy has concentrated Australia’s research funding and
activity heavily in the public sector in comparison with US, OECD and European
Union averages. There may be good reasons for maintaining the heavy
concentration of Australian research in universities, but if Australia is to have a
strong national innovation system, special measures will be needed to direct at least
some of this effort to business’ direct interests. In its background for the innovation

Australia’s national
innovation policy has
become preoccupied almost
exclusively with research,
and particularly with
research in universities.
This is part of a long and
general practice of
Australian governments 
to concentrate research
policy on universities 
and major publicly funded
research agencies to the
relative neglect of research
in industry.
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summit the Department of Industry, Science and Resources (1999, p. 7) argued that
Australia’s history, geography and its federal government structure have resulted in
a national innovation system that is highly fragmented and frequently operates at a
sub-optimal scale. The Department argued that the innovation system exhibits too
few links and/or active coordination across all the players, despite the best
intentions of the recent past. The Department’s (1999, p. 8) first recommendation
to the summit therefore was to encourage greater interaction among the players in
the system.

Of the ways of organising tertiary education considered in this chapter, only the
matrix and the hubs and spokes methods are likely to provide the scale and
interaction that the Department of Industry, Science and Resources believes is
desirable to contribute to the national innovation system. The matrix is more
readily implementable but would make a lesser contribution to national innovation.

The hubs and spokes would make a greater contribution but would be
correspondingly harder to implement. A cautious approach would be to
implement a matrix initially with a view to evolving it to the greater
sophistication of hubs and spokes.

Whatever form is chosen it seems likely that some coordinating mechanism
would be needed to manage the transition to the new form and to coordinate 
the several participants in a national innovation system. As Karmel (2001) has
argued, an independent statutory body is needed in higher education to
implement government policy but filter out party and electoral interests. A
higher education statutory body could be part of a larger coordinating mechanism
as the Higher Education Council was part of the National Board of Employment,
Education and Training (Dawkins 1988, p. 12). Alternatively, a higher education
statutory body could be organisationally separate from the mechanism that
coordinates the national innovation system, although of course one would expect
them to pursue complementary and mutually reinforcing policies.

This distortion in public
policy has concentrated

Australia’s research funding
and activity heavily in 
the public sector. … if

Australia is to have a
strong national innovation

system, special measures
will be needed to direct at
least some of this effort to
business’ direct interests.
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CEDA Offices

VICTORIA
Level 5, 136 Exhibition Street
Melbourne  Vic  3000
GPO Box 2117T  Melbourne  Vic  3001
Tel  (61 3) 9662 3544
Fax  (61 3) 9663 7271
E-mail    info@ceda.com.au

NEW SOUTH WALES
Level 9, 275 George Street
Sydney  NSW  1043
GPO Box 2100  Sydney  NSW  1043
Tel  (61 2) 9299 7022
Fax  (61 2) 9299 7020
E-mail    infoSydney@ceda.com.au

QUEENSLAND
Level 1
10 Market Street
Brisbane Qld 4000
GPO Box 2900
Brisbane Qld 4001
Tel  (61 7) 3229 9955
Fax  (61 7) 3229 8166
E-mail    Brisbane@ceda.com.au

SOUTH AUSTRALIA
67 Payneham Road
College Park  SA  5069
Tel  (61 8) 8363 2128
Fax  (61 8) 8363 3805
Mobile  0414 631 442
E-mail    Adelaide@ceda.com.au

WESTERN AUSTRALIA
PO Box 8623
Perth Business Centre  WA  6849
Tel  (61 8) 9228 2155
Fax  (61 8) 9228 2166
Mobile  0412 920 282
E-mail    Perth@ceda.com.au

TASMANIA and NORTHERN TERRITO-
RY
Enquiries should be directed
to the Victorian office
Visit CEDA on the Internet at
www.ceda.com.au

Visit CEDA on the Internet at
www.ceda.com.au




